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ABSTRACT. We appeal to the theory of Jouanolou torsors to model the coherent cohomol-
ogy of configuration spaces of points in affine space Ad. Using this model, we develop the
operadic notion of chiral operations, thus generalizing the notion of chiral algebras of [2] to
higher dimensions. To produce examples, we use a higher-dimensional conceptualization
of the residue which is inspired by Feynman graph integrals.
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INTRODUCTION

The concept of a chiral algebra was introduced by Beilinson and Drinfeld as a ge-
ometrization of the so-called operator product expansion which describes the algebraic struc-
ture of local operators in (real) two-dimensional chiral conformal field theory (CFT) [2].
The primary goal of this paper is to introduce a model for the algebraic structure behind
the (derived) operator product expansion in higher dimensional holomorphic quantum
field theory.
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For a chiral algebra on an algebraic variety X, the chiral operations are parametrized
by configuration spaces of points on X. For example, on A1 all such configuration spaces
are affine, so algebraically it suffices to pass to the algebra of holomorphic functions on
configuration spaces. On the other hand, for the configuration spaces of points in Ad, d >

1 are no longer affine so to formulate a higher-dimensional theory of chiral operations it
is essential that we instead pass to the derived global sections.

In complex geometry, there is a strict commutative dg algebra which models derived
global sections given by the Dolbeault complex. What we require is an analog of the
Dolbeault complex that can be used in the algebraic setting. Following the ideas of [5],
we use the so-called Jouanolou construction to accomplish this. We first find an affine
variety, affinely fibered over the configuration space Confn(Ad). The Jouanolou trick is to
then consider the relative de Rham complex of this fibration as the explicit derived model
for the configuration space. When the number of points is n = 2 we have Conf2(Ad) =

(Ad − {0})×Ad and this model is used in [5] to give a definition of the dg Lie algebra of
derived currents valued in a Lie algebra (so, it plays the role of the Laurent series when
d = 1).

Chiral algebras are defined within the context ofD-modules. ForD-moduleA defined
on an algebraic curve X, the space of n-ary chiral operations, following [2], is

(0.1) HomDXn

Ä
j∗ j∗A⊠n, ∆∗A

ä
where j : Confn(X) → X × · · · × X is the open immersion and ∆ : X → X × · · · × X is
the diagonal embedding. Combining chiral operations of all arities results in an operad,
and a chiral algebra is simply a Lie algebra object in this operad. In genealizing this
to X = Ad we use the Jouanolou trick to provide an explicit model for the D-module
derived pushforward R j∗ j∗A⊠n.

Let A be an D-module on Ad. Then, for any finite set I, the Jouanolou model JI
Ad [A]

(see definition 1.4) is a model for theD-module derived pushforward R j∗ j∗A⊠I . Further-
more, as the set I runs over finite sets, the collection

(0.2)
{

HomD
(Ad)I

Ä
JI
Ad [A] , ∆I

∗A
ä}

I

forms a dg operad. Denote this dg operad by Pd. Notice that by construction this operad
is GLd-equivariant. This is the main advantage of the Jouanolou model as compared to
the Čech–Thom–Sullivan cosimplicial model for configuration spaces used in [6].

Definition. A d-dimensional homotopy chiral algebra, in the Jouanolou model, is map
of dg operads

(0.3) Lie∞ → Pd[A]
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where Lie∞ is the dg operad of L∞ algebras.

Homotopy chiral algebras in the Jouanolou model define chiral algebras in the sense of
[7], but we make no assertion that the resulting ∞-category of Jouanolou chiral algebras
is equivalent to the ∞-categorical description of [7].

The next main goal of this article is to provide explicit descriptions and examples of
chiral algebras in higher dimensions. Firstly, we describe, in explicit detail, the chiral
operations underlying the unit chiral algebra on Ad. As is familiar from the theory of
vertex algebras, the Cauchy residue encodes the chiral operation of the unit chiral algebra
when d = 1. We generlize the residue to higher-dimensional configuration spaces in the
Jouanolou model. The key to our definition of the residue is the use of Feynman graph
integrals in higher-dimensional holomorphic quantum field theory. The analysis which
underlies the convergence of such graph integrals uses the compactification of Schwinger
spaces following [19]. A peculiar fact is that in dimensions d > 1 the unit chiral algebra
(in the Jouanolou model) has nontrivial chiral operations of arity k for all k = 1, 2, 3, . . ..

The next part of this paper explores further examples of higher-dimensional chiral al-
gebras in the Jouanolou model. Using the higher-dimensional residue, we formulate a
higher-dimensional version of Wick’s theorem for chiral algebras in section 3 This leads
to explicit descriptions of so-called free chiral algebras (those which come from free holo-
morphic quantum field theories). As an application, we provide a higher-dimensional
free-field realization of the higher-dimensional Kac–Moody algebra of [5].

In the last part of the paper we focus on the case of complex dimension d = 2. We
flip much of the logic of the bulk of this paper in reverse, by using the L∞ relations to
explicitly characterize Feynman graph integrals. As we have stated, holomorphic quan-
tum field theory provides our inspiration for the definition of the higher-dimensional
residue in the Jouanolou model. Explicitly, our residues are given as sums over weights
of Feynman graph integrals. We show in section 2 that these residues satisfy an appropri-
ate L∞-relation, this is the essential structure underlying the unit chiral algebra in higher
dimensions. In section 4, we utilize the L∞-relations to formulate a recursive formula for
weights of Feynman graph integrals in complex dimension two. The formula holds for
graphs of a special type, which we refer to as Laman type I’.1 We can state the recursive
formula, heuristically, as follows.

Theorem (see theorem 4.13 for the precise formulation). Suppose the complex dimension is
d = 2, and suppose that a chiral algebra has two-ary operation expressed in terms of the residue as
we have defined it. Then, the chiral operation associated to an arbitrary graph Γ of type Laman I’ is

1The term Laman graph is derived from [15].
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completely fixed by the L∞ relations. Namely, there is a recursive formula for the chiral operation
associated to Γ constructed using the residue.

As an application of this recursive formula, we explore a class of graph integrals when
d = 2. We compute, in full generality and explicitly, the weight of Laman I’ Feynman
graphs at loop orders one, two, and three (the latter using Mathematica). At lowest order
in derivatives, we find an exact agreement with the work of physicists in [8]. For example,
in the case of the two-loop Θ-diagram, in complex dimension d = 2, we find the chiral
operation

(0.4) µ4(P30P32P10P12P20dz0,1,2,3) =
1

24
(λ1 ∧ (λ3 + 2λ2)) · (λ3 ∧ (λ1 + 2λ2)) · dz♦0 ,

to lowest order in derivatives. We introduce the notations in the main part of the text.
(for example, dz♦ denotes the holomorphic volume form shifted in cohomological de-
gree, and P denotes the propagator). Our compution is logically independent and more
general than [4] in the sense that we also include arbitrary derivative insertions at ver-
tices.

Conventions.

• Let k be a field with char(k) = 0. For an affine variety X = Spec(k[X]) over k
and a quasi-coherent sheaf M on X, we will not distinguish M itself and Γ(X, M)

the space of global sections. We will mainly work over the complex numbers
k = C, but many definitions in this paper works for general field k.
• We will denote by fSet the category of non-empty finite sets with surjective mor-

phisms.
• For I = {1, . . . , k} ∈ fSet and a variety X, we write X I for X1 × · · · × Xk where Xi

is a copy of X. Suppose that M is a quasi-coherent sheaf over X, we will denote
M⊠I the exterior product M1 ⊠ · · ·⊠ Mk over X I where Mi over Xi = X is the
sheaf M.
• A graded vector space V is a direct sum of vector spaces V =

⊕
i∈Z

Vi and we say

that Vi is in degree i. We will use the k-th shift notation V[k], k ∈ Z as well as the
suspension notation s−kV, k ∈ Z

(V[k])i = Vi+k.

We also use |a| for the degree of a homogeneous element a ∈ V.
• Given a manifold M, we use A•(M) to denote the space of complex-valued dif-

ferential forms on M. If M is a complex manifold, to emphasize their bi-graded
nature, we will use A•,•(M) instead.
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• We use the following Koszul sign rules for integrals: If M, N are manifolds whose
dimensions are m, n respectively. Letα ∈ Ai(M),β ∈ A j(N), then∫

M

∫
N
α ∧β = (−1)ni

∫
M
α

∫
N
β.

Acknowledgements. The authors would like to thank Si Li, Kai Wang and Keyou Zeng
for helpful communications and discussions. Some of the results in this paper were an-
nounced at the 4th International Conference on Operad Theory and Related Topics (Tian-
jing, November 2024). Z.G. would like to thank the organizers and participants of this
conference.

1. THE JOUANOLOU MODEL AND A DEFINITION OF HIGHER CHIRAL ALGEBRA

1.1. The Jouanolou model for configuration space. The reference is [2, Section 4.1.3,
pp279]. Suppose π : Y → X is a Juanolou map; i.e., Y is a torsor over X with respect to an
action of some vector bundle such that Y is an affine scheme. Then for any quasi-coherent
sheaf F on X, the global relative de Rham complex

Γ(Y, ΩY/X ⊗ π∗F )

is a model for RΓ(X,F ). In fact, we have quasi-isomorphisms

Γ(Y, ΩY/X ⊗ π∗F ) ∼ RΓ(Y, ΩY/X ⊗ π∗F ) ∼ RΓ(X, Rπ∗(ΩY/X ⊗ π∗F )).

Because π is a Zariski locally trivial fibration with fiber AN , the Poincare lemma for
differenitial forms on AN implies that the inclusions

F ↪→ π∗(ΩY/X ⊗ π∗F ) ↪→ Rπ∗(ΩY/X ⊗ π∗F )

are quasi-isomorphisms.

For the finite set I = {1, . . . , k}, we define a Jouanolou torsor over ConfI(Ad)

JI
Ad := {

d

∑
s=1

xs
i j(zs

i − zs
j) = 1|1 ≤ i < j ≤ k} ⊂ (Ad)k × (Ad)(

k
2)

with the Jouanolou map
pI : JI

Ad → ConfI(Ad)

being the obvious projection. The projection pI is affine with fiber isomorphic to A(k
2) and

carries an action of the vector bundle VI
Ad → ConfI(Ad) defined by

VI
Ad := {

d

∑
s=1

vs
i j(zs

i − zs
j) = 0|1 ≤ i < j ≤ j} ⊂ (Ad)k × (Ad)(

k
2).

Lemma 1.1. We have Ω•JI
Ad/ConfI(Ad)

= Ω•JI
Ad/(Ad)I .
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Proof. This follows from a standard fact in algebraic geometry. Since jI : ConfI(Ad) ↪→
(Ad)I is an open immersion, the sheaf of relative differentials Ω1

ConfI(Ad)/(Ad)I = 0. The

sequence of maps JI
Ad

pI−→ ConfI(Ad)
jI−→ (Ad)I induces an exact sequence

p∗IΩ
1
ConfI(Ad)/(Ad)I → Ω1

JI
Ad/(Ad)I → Ω1

JI
Ad/ConfI(Ad)

→ 0.

The lemma follows. □

We define the Jouanolou model (of the structure sheaf) over ConfI(Ad) to be

(1.1) JI
Ad := Γ(JI

Ad , Ω•JAd/ConfI(Ad)).

From the above lemma, we have the following explicit description of the Jouanolou
model

JI
Ad =

k[zs
i , xs

jl , dxs
jl ]

s=1,...,d
1≤i≤k,1≤ j<l≤k

⟨
d
∑

s=1
xs

jl(zs
j − zs

l )− 1,
d
∑

s=1
dxs

jl(zs
j − zs

l )⟩
s=1,...,d
1≤ j<l≤k

.

Here d is the relative differential which satisfies d(xs
jl) = dxs

jl , dzs
i = 0. We also use the

variable xs
jl for j > l and declare xs

jl = −xs
l j.

Given I ∈ fSet, let us denote byD(Ad)I the sheaf of differential operators on (Ad)I . The
space of global sections of D(Ad)I is generated by zs

i and ∂zs
i

subject to the usual relations
[∂zs

i
, zs

i ] = 1. We will mainly deal with quasi-coherent sheaves (D-modules) on (An)k and
to simplify notation we will not distinguish the global section Γ

(
(An)k,F

)
and F itself.

Proposition 1.2. The Jouanolou model JI
Ad has a left D(Ad)I -module structure where zs

i acts by
multiplication and

[∂zt
j
, d] = 0, ∂zt

j
xs

jl = −xt
jl · xs

jl ,

for 1 ≤ s, t ≤ d and 1 ≤ i ≤ k, 1 ≤ j < l ≤ k.

Proof. We only need to show that ∂zt
j

preserves the ideal ⟨
d
∑

s=1
xs

jl(zs
j − zs

l )− 1⟩s=1,...,d
1≤ j<l≤k. It

follows from the following direct computation

∂zt
j

Ç
d

∑
s=1

xs
jl(zs

j − zs
l )− 1

å
= −xt

jl ·
d

∑
s=1

xs
jl(zs

j − zs
l ) + xt

jl

= −xt
jl + xt

jl = 0.

□
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Remark 1.3. The intuition behind this definition is that one can use the following coordi-
nate transformation

xs
kl =

us
kl

d
∑

t=1
ut

kl(zt
k − zt

l)

.

Definition 1.4. Given a finite set I and an O(Ad)I -module MI , the Jouanolou model of MI is
the following dg O(Ad)I -module

JI
Ad(MI) := Γ

Å
JI
Ad , Ω•JI

Ad/ConfI(Ad)
⊗ p∗I j∗I MI

ã
= MI ⊗O

(Ad)I JI
Ad .

Note that if MI is a right (respectively, left) D(Ad)I -module, then JI
Ad(MI) is a right

(respectively, left) D(Ad)I -module.

Remark 1.5. One can show that JI
Ad(MI) represents R jI∗ j∗I MI in the derived category ofD-

modules. In fact, we have the universal Jouanolou model [2, 4.1.3. (ii)] which is defined
as the jet algebra J I

Ad := J JI
Ad = Ω•

J JI,0
Ad/O(Ad)I

. In terms of the universal Jouanolou

model, we obtain our Jouanolou model by imposing the relations discussed above

JI
Ad =

J I
Ad

⟨∂zt
i
xs

i j = −xt
i jx

s
i j⟩

The universal Jouanolou model is also closely related to another model for the configu-
ration space

PI
Ad =

J I
Ad

⟨(zs
i − zs

j) · (∂zs
i
xs

i j) = xs
i j⟩

called the polysimplicial model which is considered in [6].

The quotient maps
JI
Ad

∼←− J I
Ad
∼−→ PI

Ad

are quasi-isomorphism as D-modules. Furthermore, one can show that they are flat
O(Ad)I -algebras. This implies that

JI
Ad [M]

∼←− J I
Ad [M]

∼−→ PI
Ad [M].

The claim that JI
Ad [M] ∼ R jI∗ j∗I MI follows from the fact that PI

Ad [M] ∼ R jI∗ j∗I MI , see [6].

Our main motivation for the Jouanolou model is in order to formulate the concept of
chiral operations in higher dimensions. In complex dimension one, chiral operations form
the operadic structure controlling chiral algebras. Indeed, in [2], the authors define the
space of chiral operations as

HomDXI

(
j∗ j∗M⊠I , ∆I/{⋆}

∗ M
)

, ∆I/{⋆} : (Ad){⋆} = Ad ↪→ (Ad)I .
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Chiral operations form an operad for any DA1 -module M = A, which we’ll denote
P ch
A1 [A]. A chiral algebra structure on A, following to Beilinson and Drinfeld, is a map

of operads

(1.2) Lie→ P ch
A1 [A].

We conclude that the Jouanolou model JI
Ad(MI) can be thought of as the domain of the

higher-dimensional chiral operation. We now move on to spelling out the definition of a
higher-dimensional chiral algebra.

1.2. The definition of higher chiral algebras. Let I ∈ fSet and M be a rightDAd -module.
Then the space of global sections of the diagonal D-module pushforward of M has the
following expression

Γ
(
(Ad)I , ∆I/{⋆}

∗ M
)
= M⊗k[λ⋆] k[λI ].

where ∆I/{⋆} : (Ad){⋆} = Ad ↪→ (Ad)I is the diagonal embedding and

k[λ⋆] := k[λ1
⋆, . . . , λd

⋆], k[λI ] := ⊗i∈Ik[λ1
i , . . . , λd

i ],

and the tensor notation −⊗k[λ⋆] k[λI ] indicates the following:

• for s = 1, . . . , d, λs
⋆ = ∑

i∈I
λs

i ;

• for s = 1, . . . , d, λs
⋆ acts on M on the right as ∂zs .

The right D(Ad)I -module structure on M⊗k[λ⋆] k[λI ] is given by the following explicit
formulas

n⊗ F(λs
i ) · zt

k = n · zt ⊗ F(λs
i ) + n⊗ ∂λt

k
F(λs

i ), n⊗ F(λs
i ) · ∂zt

k
= n⊗ F(λs

i )λ
t
k.

For a non-empty finite set I with |I| = k, we define the space of d-dimensional chiral
I-operations, in the Jouanolou model, to be the dg vector space

P ch,J
Ad [M](I → {⋆}) = HomD

(Ad)I

(
JI
Ad(M⊠I), ∆I/{⋆}

∗ M
)

.

These vector spaces are naturally cochain complexes in representations for the symmetric
group Sk.

Definition 1.6. We define the action of the symmetric group S|I| on P ch,J
Ad [M](I → {⋆})

by

(σµ)(−) := σ
Ä
µ(σ−1−)

ä
where
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1. the action on JI
Ad(M⊠I) is given by

σ
Ä
α(zs

i , xs
i j, dxs

i j) ·m1 ⊠ · · ·⊠ mk

ä
:= (−1)χ(m1 ,...,mk ;σ) ·α(zs

σ(i), xs
σ(i)σ( j), dxs

σ(i)σ( j)) ·mσ−1(1) ⊠ · · ·⊠ mσ−1(k).

where mi ∈ M and χ(m1, . . . , mk;σ) is the Koszul sign.
2. the action on ∆

{1,...,k}/{⋆}
∗ M is given by

σ (m⊗ f (λs
1, . . . , λs

k)) := m⊗ f (λs
σ(1), . . . , λs

σ(k)).

Theorem 1.7. For a right DAd -module M, the collection

{P ch,J
Ad [M](k)}k≥0,

where we define the dg Sk-module

P ch,J
Ad [M](k) =

0, if k = 0;

HomD
(Ad)k

(
Jk
Ad(M⊠k), ∆{1,...,k}/{⋆}

∗ M
)

, k ≥ 1.

has the structure of a dg operad.

Proof. The construction of the operad structure is completely parallel to [6]. Here we only
spell out how to compose two chiral operations.

Suppose that I = I′
⊔

I′′ and we are given two chiral operations µI′ ∈ P ch,J
Ad [M](I′ ↠

{•}),µ{•}⊔I′′ ∈ P
ch,J
Ad [M]({•} ⊔ I′′ ↠ {⋆}), we would like to define the corresponding

partial composition

µ{•}⊔I′′ ◦µI′ ∈ P ch,J
Ad [M](I ↠ {⋆})

We first construct the following operation (by abuse of notation, we continue to use
µI′)

µI′ ∈ HomD
(Ad)I

(
JI
Ad(M⊠I), J{•}

⊔
I′′

Ad (M ⊠ M⊠I′′)⊗k[λ•] k[λI′ ]
)

.

We introduce a partial Jouanolou torsor

J(I′),I′′

Ad := {
d

∑
s=1

xs
i j(zs

i − zs
j) = 1|i, j ∈ I′′ or i ∈ I′, j ∈ I′′} ⊂ (Ad)I × (Ad)(

|I′′ |
2 )+|I′|·|I′′|.

The corresponding Jouanolou model J(I′),I′′

Ad = Γ(J(I′),I′′

Ad , Ω•
J(I′),I′′

Ad /ConfI(Ad)
) has the follow-

ing property

JI
Ad = JI′

Ad ⊗O
(Ad)I′

J(I′),I′′

Ad .
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First, the chiral operation µI′ gives rise to map

JI
Ad(M⊠I) = J(I′),I′′

Ad (JI′
Ad(M⊠I′)⊠ M⊠I′′)→ J(I′),I′′

Ad (∆I′
∗ M ⊠ M⊠I′′).

Consider the following O(Ad)I -moduleÄ
M ⊠ M⊠I′′

ä
⊗O

(Ad)I J(I′),I′′

Ad

The identity map can be extended to a D-module map

v(I′) : J(I′),I′′

Ad (∆I′
∗ M ⊠ M⊠I′′) =

Ä
(M⊗k[λ•] k[λI′ ])⊠ M⊠I′′

ä
⊗O

(Ad)I J(I′),I′′

Ad

→
(Ä

M ⊠ M⊠I′′
ä
⊗O

(Ad)I J(I′),I′′

Ad

)
⊗k[λ•] k[λI′ ]

We then define the map

c(I′) : J(I′),I′′

Ad → J{•}
⊔

I′′

Adxs
i j 7→ xs

• j

zs
i 7→ zs

•
,

xs
j j′ 7→ xs

j j′

zs
j 7→ zs

j

, s = 1, . . . , d, i ∈ I′, j, j′ ∈ I′′

which is a map of k[λ•]-modules. It induces a map (by abuse of notation again)

c(I′) :
(Ä

M ⊠ M⊠I′′
ä
⊗O

(Ad)I J(I′),I′′

Ad

)
⊗k[λ•] k[λI′ ]→

(Ä
M ⊠ M⊠I′′

ä
⊗O

(Ad){•}⊔I′′
J{•}⊔I′′

Ad

)
⊗k[λ•] k[λI′ ].

This morphism c(I′) is an explicit model for restriction along the diagonal.

Using the morphism c(I′), we can construct the D-module map

c(I′) ◦ v(I′) : J(I′),I′′

Ad (∆I′
∗ M ⊠ M⊠I′′)→ J{•}⊔I′′

Ad (M ⊠ M⊠I′′)⊗k[λ•] k[λI′ ]

To summarize, we have

µI′⊂I : JI
Ad(M⊠I) = JI′

⊔
I′′

Ad (M⊠I′
⊔

I′′)
µI′⊠Id
−−−→ J(I′),I′′

Ad (∆I′
∗ M⊠ M⊠I′′)

c(I′)◦v(I′)
−−−−−→ J{•}⊔I′′

Ad (M⊠ M⊠I′′)⊗k[λ•] k[λI′ ].

We can further compose µI′⊂I with µ•⊔ I⃗′′ ∈ P
ch,J
Ad [M]({•}⊔ I⃗′′ ↠ {⋆}):

µ•⊔ I′′ ◦µI′⊂I : JI
Ad(M⊠I)

µI′⊂I−−→ J{•}⊔I′′

Ad (M⊠ M⊠I′′)⊗k[λ•] k[λI′ ]
µ•⊔ I′′−−−→ M⊗k[λ⋆] k[λ{•}∪I′′ ]⊗k[λ•] k[λI′ ]

= M⊗k[λ⋆] k[λI ].

By slightly abuse of notation we define µ{•}⊔I′′ ◦µI′ := µ•⊔ I′′ ◦µI′⊂I . □

We conclude this section with our main definition.

Definition 1.8. A homotopy chiral algebra in the Jouanolou model is a dg DAd -module A
together with a map of dg operads

Lie∞ → P ch,J
Ad [A]

where Lie∞ is the dg operad controlling L∞ algebras.
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Explicitly, then, to construct a chiral algebra we must product a collection ofD-module
maps {µI} which satisfy the L∞ relations.

Remark 1.9. A homotopy chiral algebra in the Jouanolou defines a d-dimensional chiral
algebra, up to equivalence, in the sense of [7].

Remark 1.10. In dimension d = 1, the notion of an L∞ chiral algebra has recently appeared
in [18]. When d = 1, our definition reduces to that of loc. cit..

Remark 1.11. Using the method of Thom-Sullivan-Whitney for computing homotopy lim-
its of cosimplicial spaces a different model for configuration spaces has recently been
presented in [6]. The notion of a chiral algebra in [6] is equivalent, in a homotopical
sense, is equivalent to the notion we present here. On the other hand, explicit examples
are presented quite differently in each respective model. For instance, it is clear from
our constructions that the examples of chiral algebras which appear in section 3 depend
continuously on the input data. Additionally, the Jouanolou model has a GLd-symmetry
which endows the Jouanolou operad with a GLd-equivariant structure. Furthermore, our
later construction of the unit chiral algebra is GLd-equivariant, which is not true for the
model given in [6].

Another advantage of our approach is that chiral operations in the Jouanolou model
are manifestly related to holomorphic quantum field theory; indeed, our construction
of the unit chiral algebra uses Feynman graph integrals as we will soon explain. Going
the opposite direction, we will see in section 4 how our chiral operations can be used
to recover explicit formulas for expectation values in higher-dimensional quantum field
theory.

Before we move on, we point out a general construction which mimics a construction
for ordinary, d = 1, chiral algebras. Let h(−) denote the de Rham cohomology functor.
Thus, to a dg D-module A, we obtain the sheaf h(A) = A⊗D O. For A a chiral algebra
in the Jouanolou model the chiral operations endow h(A) with the structure of a sheaf of
L∞ algebras.

Let I = {1, . . . , m}. Observe that there is a natural map

(1.3) A⊠m → JI
Ad(A⊠I).

We can post compose this map with the chiral operation µI to obtain the map of dg D-
modules

(1.4) A⊠m → ∆
I/{⋆}
∗ A
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Applying the de Rham functor h(−), we obtain the m-linear map

(1.5) h(A⊠ · · ·⊠A)→ ∆I
· h(A)

where now ∆· denotes the sheaf-theoretic pushforward. Applying adjunction, we obtain
the m-linear map

[−]m : h(A)× · · · × h(A)→ h(A).

The L∞ relations which are satisfied by the chiral operations {µI} defining A immedi-
ately yield the following.

Proposition 1.12. The operations {[−]m} endow h(A) with the structure of an L∞ algebra.

2. FEYNMAN GRAPH INTEGRAL CONSTRUCTION

In this section, we will use Feynman graph integrals in the setting of holomorphic
quantum field theory to construct the unit L∞ chiral operations in any dimension. In
section 2.1, we recall the standard chiral operation in dimension d = 1. Of course, here,
the chiral operations of the unit chiral algebra are strict in the L∞ sense. In higher dimen-
sions, we largely use the techniques developed in [19].

We will work over k = C throughout this section. The affine variety Ad is understood
as Cd with analytic topology. For example, OAd is the sheaf of holomorphic functions on
C.

Theorem 2.1. The D-module ωAd [d− 1] carries the structure of a GLd-equivariant homotopy
chiral algebra in the Jouanolou model. For each k, its k-ary operation is expressed in terms of the
higher dimensional residue, see definition 2.19. It is a model for the unit homotopy chiral algebra.

2.1. The unit chiral algebra on A1. We begin by reviewing the one-dimensional unit
chiral algebra ωA1 and how Feynman graph integrals can be used to repackage the chiral
operations. Our most novel viewpoint is the utility of Schwinger space integrals (see
appendix B) to express these operations. This approach will apply more generally and
allow us to construct the unit chiral operations in higher dimensions.

When d = 1, the model for the source of two-ary chiral operations for ωA1 is

J{1,2}
A1 (ω

⊠{1,2}
A1 ) =

ß
f (z1, z2)dz1 ⊠ dz2 | f ∈ k

ï
z1, z2,

1
z1 − z2

ò™
while the target for the two-ary chiral operations is

(2.1) ωA1 ⊗k[λ⋆] k[λ1, λ2]

where λ⋆ acts on ωA1 by ∂z and, on the left, acts by λ⋆ = λ1 + λ2.
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Definition 2.2. We define the chiral operation µ2 = µ{1,2} for the unit ωA1 by the follow-
ing formula:

µ2( f (z1, z2)dz1 ⊠ dz2) =
1

2π i
e−(λ1+λ2)w

Å∮
z1=z2

f (z1, z2)eλ1z1+λ2z2 dz1 ⊠ dz2

ã∣∣∣∣
z2=w

,

where
∮

z1=z2
is the contour integral of variable z1 over a simple loop around z2.

We unpack the definition. Suppose that

α =
g(z1, z2)

(z1 − z2)n dz1 ⊠ dz2 ∈ J{1,2}
A1 (ω

⊠{1,2}
A1 ),

where g(z1, z2) ∈ k[z1, z2]. Expanding, we find that

µ2(α) =
1

2π i
e−(λ1+λ2)w

Å∮
z1=z2

g(z1, z2)

(z1 − z2)n eλ1z1+λ2z2 dz1 ⊠ dz2

ã∣∣∣∣
z2=w

= e−(λ1+λ2)w 1
(n− 1)!

Ä
∂

n−1
z1

Ä
g(z1, w)eλ1z1+λ2w

ää∣∣∣
z1=w

dw

=
1

(n− 1)!

Ä
(∂z1 + λ1)

n−1g(z1, w)
ä∣∣∣

z1=w
dw,

so µ2(α) ∈ωA1 ⊗k[λ⋆] k[λ1, λ2]. For example, when g = 1 this reduces to

(2.2) µ2

Å
dz1 ⊠ dz2

(z1 − z2)n

ã
=

λn−1
1

(n− 1)!
⊗ dw

Proposition 2.3. µ2 defines a chiral operation, i.e.,

µ2 ∈ P ch
A1 [ωA1 ](2)

Proof. We prove that µ2 is a D(A1)2 [(A1)2]-module morphism.

Recall that the D-module structure is determined by the rules

α · zi = ziα, α · ∂zi = −∂zi

Å
g(z1, z2)

(z1 − z2)n

ã
dz1 ⊠ dz2.

Thus, we can directly compute:

µ2(α · zi) =
1

2π i
e−(λ1+λ2)w

Å∮
z1=z2

zig(z1, z2)

(z1 − z2)n eλ1z1+λ2z2 dz1 ⊠ dz2

ã∣∣∣∣
z2=w

=
1

2π i
e−(λ1+λ2)w

Å∮
z1=z2

g(z1, z2)

(z1 − z2)n ∂λi

Ä
eλ1z1+λ2z2

ä
dz1 ⊠ dz2

ã∣∣∣∣
z2=w

=
1

2π i
(w + ∂λi)

Ç
e−(λ1+λ2)w

Å∮
z1=z2

g(z1, z2)

(z1 − z2)n eλ1z1+λ2z2 dz1 ⊠ dz2

ã∣∣∣∣
z2=w

å
= µ2(α) · zi,
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µ2(α · ∂zi) = −
1

2π i
e−(λ1+λ2)w

Å∮
z1=z2

∂zi

Å
g(z1, z2)

(z1 − z2)n

ã
eλ1z1+λ2z2 dz1 ⊠ dz2

ã∣∣∣∣
z2=w

= − 1
2π i

e−(λ1+λ2)w
Å∮

z1=z2

∂zi

Å
g(z1, z2)

(z1 − z2)n eλ1z1+λ2z2

ã
dz1 ⊠ dz2

ã∣∣∣∣
z2=w

+
1

2π i
e−(λ1+λ2)w

Å∮
z1=z2

g(z1, z2)

(z1 − z2)n ∂zi

Ä
eλ1z1+λ2z2

ä
dz1 ⊠ dz2

ã∣∣∣∣
z2=w

= 0 +
λi

2π i
e−(λ1+λ2)w

Å∮
z1=z2

g(z1, z2)

(z1 − z2)n eλ1z1+λ2z2 dz1 ⊠ dz2

ã∣∣∣∣
z2=w

= µ2(α) · ∂zi .

□

The special feature in dimension one is that the unit chiral algebra has trivial higher
operations. Notice that by simple degree reasons, the unit chiral algebra must necessarily
have vanishing k ≥ 3-ary operations. In fact, the operationµ2 satisfies the ordinary Jacobi
identity.

Proposition 2.4 ([2], see also [13]). The operationµ2 satisfies the Jacobi identity, hence it defines
the structure of a (strict, one-dimensional) chiral algebra.

In the definition of chiral operation forωA1 , we used the residue. Now we introduce an
alternative method to define the residue. The advantage of this definition is that it lends
itself to a natural higher-dimensional extension. Thus, this is the approach we will take
in the next section to define the higher-dimensoinal chiral operations (for the unit chiral
algebra). The first step is to prove the following integral representation of the Cauchy
kernel.

Lemma 2.5.
1
z
= −

∫ +∞
0

e−zydy,

where y = z̄
t , and dy is viewed as the differential form

dy =
1
t

dz̄− z̄
t2 dt.

The integration is over t. We call t the Schwinger parameter.

Proof.

(2.3)
1
z
=

z̄
zz̄

=
∫ +∞

0
z̄e−zz̄tdt = −

∫ +∞
0

e−
zz̄
t z̄d

Å
1
t

ã
= −

∫ +∞
0

e−zydy.

□
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Letα = g(z)
zn dz, we can use above lemma to rephrase the residue:∮

z=0
α =

∮
z=0

g(z)
zn dz

=
∫
(0,+∞)n

∫
S1

e−
(

∑
n
k=1

1
tk

)
zz̄g(z)

n

∏
k=1

dykdz,

where S1 = {z ∈ k = C||z|2 = 1}, yk =
z̄
tk

.

Let dA1 , dt be the de Rham differential on A1 and (0,+∞)n respectively. Then, the
differential form appearing in the above formula is (dA1 + dt)-closed:

(dA1 + dt)

Ç
e−
(

∑
n
k=1

1
tk

)
zz̄g(z)

n

∏
k=1

dykdz

å
= 0.

We will find an equivalent way to express the residue
∮

z=0α in terms of a homologous
integration cycle.

Let

S+((0,+∞)n) = {(t1, · · · , tn) ∈ (0,+∞)n|
n

∑
k=1

t2
k = 1} ⊂ (0,+∞)n,

by using Stokes theorem carefully, we can get∮
z=0

α =
∫
(0,+∞)n

∫
S1

e−
(

∑
n
k=1

1
tk

)
zz̄g(z)

n

∏
k=1

dykdz

=
∫

S+((0,+∞)n)

∫
A1

e−
(

∑
n
k=1

1
tk

)
zz̄g(z)

n

∏
k=1

dykdz.

Rather than constructing a homotopy between this two integration cycles, we provide a
direct computation to obtain this result:

Proposition 2.6. Letα = g(z)
zn dz, we have

1
2π i

∫
S+((0,+∞)n)

∫
A1

e−
(

∑
n
k=1

1
tk

)
zz̄g(z)

n

∏
k=1

dykdz =
∂n−1

z g(0)
(n− 1)!

.

Proof. Noticing the integral of Gaussian type, we can apply Wick’s theorem to obtain
(2.4)

1
2π i

∫
A1

e−
(

∑
n
k=1

1
tk

)
zz̄g(z)

n

∏
k=1

dykdz = (−1)n−1 1

∑
n
k=1

1
tk

ι∂z̄ e
1

∑
n
k=1

1
tk

∂z∂z̄
Ç

g(z)
n

∏
k=1

dyk

å∣∣∣∣∣
z=0

,

where ι∂z̄ denotes the operation of taking the interior product of the vector field ∂z̄ with
a differential form.
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Notice that as operators acting on differential forms, we have the following relation

e
1

∑
n
k=1

1
tk

∂z∂z̄

◦ (dyi ∧−) ◦ e
−1

∑
n
k=1

1
tk

∂z∂z̄

= dyi ∧+d(
1
ti

∑
n
k=1

1
tk

)∂z.

So, we can express the Gaussian integration as

1
2π i

∫
A1

e−
(

∑
n
k=1

1
tk

)
zz̄g(z)

n

∏
k=1

dykdz

= (−1)n−1
n

∑
k=1

(
(−1)k−1

1
tk

∑
n
k′′=1

1
tk′′

∏
k′ ̸=k

d(
1

tk′

∑
n
k′′=1

1
tk′′

)

)
∂

n−1
z g(0).

Therefore,

1
2π i

∫
S+((0,+∞)n)

∫
A1

e−
(

∑
n
k=1

1
tk

)
zz̄g(z)

n

∏
k=1

dykdz

= (−1)n−1
∂

n−1
z g(0)

∫
S+((0,+∞)n)

n

∑
k=1

(
(−1)k−1

1
tk

∑
n
k′′=1

1
tk′′

∏
k′ ̸=k

d(
1

tk′

∑
n
k′′=1

1
tk′′

)

)
.

To compute the integral over S+((0,+∞)n), we apply localization to the following
R+ = (0,+∞)-action on (0,+∞)n:

λ · (t1, · · · , tn) = (λt1, · · · , λtn), λ ∈ R+.

We notice that
n

∑
k=1

(
(−1)k−1

1
tk

∑
n
k′′=1

1
tk′′

∏
k′ ̸=k

d(
1

tk′

∑
n
k′′=1

1
tk′′

)

)
induces a well-defined differential form on (0,+∞)n/R+, so we have

(−1)n−1
∫

S+((0,+∞)n)

n

∑
k=1

(
(−1)k−1

1
tk

∑
n
k′′=1

1
tk′′

∏
k′ ̸=k

d(
1

tk′

∑
n
k′′=1

1
tk′′

)

)

= (−1)n−1
∫
{(t1 ,··· ,tn)∈((0,+∞)n)|∑n

k=1
1
tk
=1}

n

∑
k=1

(
(−1)k−1

1
tk

∑
n
k′′=1

1
tk′′

∏
k′ ̸=k

d(
1

tk′

∑
n
k′′=1

1
tk′′

)

)

=
∫
{(u1 ,··· ,un)∈((0,+∞)n)|∑n

k=1 uk=1}

n

∑
k=1

(
(−1)k−1uk ∏

k′ ̸=k
duk′

)

=
1

(n− 1)!
.

Thus, the conclusion follows. □
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Although the expression

1
2π i

∫
S+((0,+∞)n)

∫
A1

e−
(

∑
n
k=1

1
tk

)
zz̄g(z)

n

∏
k=1

dykdz

appears to be more complicated than the purely holomorphic contour integral

1
2π i

∮
z=0

g(z)
zn dz,

we will show that it can be extended to higher dimensional affine spaces in the next
subsection.

Remark 2.7. This computation is parallel to the calculation in [17], where the author iden-
tifies the QME in BV formalism with a Maurer-Cartan equation in a vertex algebra.

2.2. Holomorphic Feynman graph integrals. In this subsection, we lay out the prereq-
uisite work on Feynman graph integrals which are central to the concept of residues that
we develop for the Jouanolou model of (ωAd [d])⊠I .

Let A0,•(ConfI(Ad)) be the Dolbeault complex of the structure sheaf O(ConfI(Ad)).
Define the map

i : JI
Ad → A0,•(ConfI(Ad))

i(zs
i ) = zs

i , i(xs
i j) =

z̄s
i − z̄s

j

|zi − z j|2
, i(dxs

i j) = ∂̄

Ç
z̄s

i − z̄s
j

|zi − z j|2

å
.

Here:

• s ∈ {1, 2, . . . , d} is the coordinate index.
• i, j ∈ I are elements in the ordered set.

• |zi − z j|2 =
d
∑

t=1
(zt

i − zt
j)(z̄t

i − z̄t
j) is the squared norm.

• ∂̄ is the Dolbeault differential.

It is easily checked that this map is well-defined and is a morphism of commutative dg
algebras. The map i is dense in cohomology.2

We also point out that i is a D(Ad)I -module morphism. Similarly, we can define a natu-
ral dg D(Ad)I -module morphism

JI
Ad((ωAd [d])⊠I)→ A0,•(ConfI(Ad), (ωAd [d])⊠I).

In the following discussion, we identify the elements of JI
Ad((ωAd [d])⊠I) with the cor-

responding elements in A0,•(ConfI(Ad), (ωAd [d])⊠I).

2In fact, i is injective, but we will not need that.
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2.2.1. Schwinger space. In our previous discussion of residues when d = 1, we repre-
sented the residue kernel 1

z as an integral over Schwinger parameters. Now our goal is
to introduce similar integral representations opf i(xs

i j) and i(dxs
i j):

Lemma 2.8. We have the following equalities:

(1)

i(xs
i j) = −

∫ +∞
0

e−(zi j|yi j)dys
i j

(2)

i(dxs
i j) = −

∫ +∞
0

e−(zi j|yi j)(zi j|dyi j)dys
i j

Here:

• ys
i j =

z̄s
i−z̄s

j
t , where t is called the Schwinger parameter.

• zs
i j = zs

i − zs
j.

• (zi j|yi j) =
d
∑

s=1
zs

i j y
s
i j is the dot product.

• dys
i j is the differential form

dys
i j =

dz̄s
i − dz̄s

j

t
−

(z̄s
i − z̄s

j)dt

t2 .

• the integrations are both with respect to the Schwinger parameter t.

Proof. We note

i(xs
i j) =

z̄s
i − z̄s

j

|zi − z j|2

= (z̄s
i − z̄s

j)
∫ +∞

0
e−|zi−z j|2udu

= −(z̄s
i − z̄s

j)
∫ +∞

0
e−
|zi−z j |

2

t d
Å

1
t

ã
= −

∫ +∞
0

e−(zi j|yi j)dys
i j.

In the last line we have used the fact that only the dt component contributes to the inte-
gral.
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By using dominated convergence theorem for derivatives, We can interchange the or-
der of integration and differentiation when zi ̸= z j. So

i(dxs
i j) = −∂̄

Å∫ +∞
0

e−(zi j|yi j)dys
i j

ã
=
∫ +∞

0
∂̄

Ä
e−(zi j|yi j)dys

i j

ä
=
∫ +∞

0
(∂̄ + dt)

Ä
e−(zi j|yi j)dys

i j

ä
= −

∫ +∞
0

e−(zi j|yi j)(zi j|dyi j)dys
i j,

where dt is the de Rham differential over the Schwinger parameter space. Again, we
emphasize that only the term proportional to dt will contribute to the integral. □

The following proposition is useful and is a direct computation.

Proposition 2.9. For i, j ∈ I define the vector field

Vi j =
d

∑
s=1

(z̄s
i ∂z̄s

i
+ z̄s

j∂z̄s
j
) + t∂t.

If LV⃗i j
and ιV⃗i j

denote the Lie derivative and interior product operator, respectively, then we have
the following identities: 

LVi j e
−(zi j|yi j)dys

i j = 0,
LVi j e

−(zi j|yi j) · (zi j|yi j)dys
i j = 0,

ιVi j e
−(zi j|yi j)dys

i j = 0,
ιVi j e

−(zi j|yi j) · (zi j|yi j)dys
i j = 0.

2.2.2. Feynman graph integrals. Next, we introduce a graphical language to encode ele-
ments in the Jouanolou model. To this end, we introduce some concepts from graph
theory.

Definition 2.10. A directed graph Γ⃗ consists of the following data:

(1) A set Γ⃗0 of vertices. We use |Γ0| to denote the number of vertices.
(2) An ordered set Γ⃗0 of directed edges. We use |Γ1| to denote the number of directed

edges.
(3) Two maps

t, h : Γ1 → Γ0,

which are assignments of tail and head to each directed edge. We require that

t(e) ̸= h(e)
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for any e ∈ Γ⃗1, i.e., the graph Γ⃗ has no self-loops.

Furthermore, we say that a directed graph Γ⃗ is decorated if we have a special edge el ∈ Γ⃗1

and a map
m : Γ1 → {1, 2, . . . , d}.

We will use (⃗Γ , m, l) to denote a decorated directed graph. For simplicity, we will also
call a decorated directed graph a Feynman graph in this article.

If Γ⃗ is a directed graph, we may use the following notations to describe Γ⃗0 and Γ⃗1:Γ⃗0 = {1 < · · · < n = |Γ0|},
Γ⃗1 = {e1 < · · · < e|Γ1|}.

Definition 2.11. Let (⃗Γ , m, l) be a Feynman graph, we define

p(⃗Γ ,m,l)(xm(e)
e , dxm(e)

e ) = ∏
e<el ∈⃗Γ1

xm(e)
e ∏

el≤e′∈⃗Γ1

dxm(e′)
e′ ∈ k[xs

i j, dxs
i j]

1≤s≤d
i< j∈⃗Γ0

,

where the order of the factors is determined by the order of Γ⃗1. We have used the con-
vention

xm(e)
e = xm(e)

t(e)h(e) = −xm(e)
h(e)t(e).

We call p(⃗Γ ,m,l) the corresponding monomial of (⃗Γ , m, l).

As we vary over all Feynman graphs {p(⃗Γ ,m,l)} spans k[xs
i j, dxs

i j]
1≤s≤d
i< j∈⃗Γ0

, so we can use

Feynman graphs to represent elements in k[xs
i j, dxs

i j]
1≤s≤d
i< j∈⃗Γ0

.

Definition 2.12. Let Γ⃗ be a directed graph. The incidence matrix ρ = (ρei)e∈⃗Γ1 ,i∈⃗Γ0
is

ρei =


1, if t(e) = i,

−1, if s(e) = i,

0, otherwise.

The weighted Laplacian matrix is the Γ0 × Γ0 matrix defined by

M
Γ⃗
(t)i j = ∑

e∈⃗Γ1

ρei
1
te
ρe j

which is defined for t = (te) ∈ (0,+∞)Γ1 .

Proposition 2.13. Let Γ⃗ be a connected directed graph. Then the matrix M
Γ⃗
(t) = (M

Γ⃗
(t)i j)i, j∈⃗Γ0−{n}

is invertible. We use M−1
Γ⃗

(t) = (M−1
Γ⃗

(t)i j)i, j∈⃗Γ0−{n} to denote the inverse matrix.

Proof. See Corollary A.7 for an explicit description of its inverse. □
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Thus, we can define the following graphical Green’s function d−1
Γ⃗
(t) = (d−1

Γ⃗
(t)ei)e∈⃗Γ1 ,i∈⃗Γ0−{n}

by the formula

d−1
Γ⃗
(t)ei =

n−1

∑
j=1

1
te
ρe j M−1

Γ⃗
(t) ji.

which is defined for t ∈ (0,+∞)Γ1 .

Using these notations, we can finally describe the type of integrals that we are inter-
ested in.

Definition 2.14. Let (⃗Γ , m, l) be a Feynman graph and denote Γ0 = I. Given

β ∈ (ωAd [d])⊠I

and

e
n
∑

i=1
(zi |λi)

= e
d
∑

s=1

n
∑

i=1
zs

i λ
s
i ∈ C∞((Ad)I × (Ad)I),

the Feynman graph integrand is defined by

W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

)

=
∫
(Ad)I−{n}

p(⃗Γ ,m,l)(−e−(ze|ye)dym(e)
e ,−e−(ze|ye)(ze|dye)dym(e)

e )e
n
∑

i=1
(zi |λi) ⊗β,

where ze = zt(e) − zh(e), ye =
z̄t(e)−z̄h(e)

te
.

The following proposition is a result of Wick’s formula for Gaussian integrals.

Proposition 2.15. For each t = (te) ∈ (0,+∞)Γ1 the integral

W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

)

over (Ad)I−{n} converges. Moreover,

(1) If Γ⃗ is disconnected,

W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

) = 0.

(2) If Γ⃗ is connected, we have the following explicit formula:

W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

)

= (−2π i)d(n−1)

Ç
ι
∏

n−1
i=1 (d

d z̃idd ¯̃zi)
◦ p(⃗Γ ,m,l)(−dŷm(e)

e ,−(
d

∑
s=1

(∂λs
e
+ z̃s

e) ◦ dŷs
e) ◦ dŷm(e)

e )

(1⊗β))|z̃i=0,1≤i≤n−1 e
(z̃n|

n
∑

i=1
λi)

.
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In this proposition, we have introduced the following notations:

• We introduce the following coordinates on (Ad)I = (Ad)n:zi = z̃i + z̃n, if i ̸= n,

zn = z̃n.

• ι
∏

n−1
i=1 (d

d z̃idd ¯̃zi)
: if γ ∈ Ad(n−1),d(n−1)((Ad)I−{n}) is a top form, there exists a unique

γ′ ∈ C∞((Ad)I−{n}), such that γ = γ′∏n−1
i=1 (d

d z̃idd ¯̃zi). We define

ι
∏

n−1
i=1 (d

d z̃idd ¯̃zi)
γ = γ′.

If γ is not a top form, we define

ι
∏

n−1
i=1 (d

d z̃idd ¯̃zi)
γ = 0.

• dŷs
e: it is an operator defined by

dŷs
e =

n−1

∑
j=1

Ä
d−1
Γ⃗
(t)e jd ¯̃zs

j + d(d−1
Γ⃗
(t)e j)(∂z̃s

j
+ λs

j)
ä

,

where e ∈ Γ⃗1, 1 ≤ s ≤ d.

Proof of propostion 2.15. To simplify notations, we define

W̃ = p(⃗Γ ,m,l)(−e−(ze|ye)dym(e)
e ,−e−(ze|ye)(ze|dye)dym(e)

e )e
n
∑

i=1
(zi |λi) ⊗β.

We first prove part (1). If Γ⃗ is disconnected, let Γ⃗ ′ be a connected component of Γ⃗ , such
that n /∈ Γ⃗ ′. Let V = ∑

i∈⃗Γ ′0
∂z̄i , ιV is the interior product operator of V. We can check that

ιV(W̃) = 0,

so W̃ is not a top form on (Ad)I−{n}. Hence

W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

) =
∫
(Ad)I−{n}

W̃ = 0.

Now, let’s prove (2). If Γ⃗ is connected, by using coordinates {z̃i}, we have

W̃ = e
−

n−1
∑

i=1

n−1
∑

j=1
(z̃i | ¯̃z j)M

Γ⃗
(t)i j

p(⃗Γ ,m,l)(−dym(e)
e ,−(z̃e|dye)dym(e)

e )e
n−1
∑

i=1
(z̃i |λi)+(z̃n|

n
∑

i=1
λi) ⊗β.
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Since Γ⃗ is connected, M
Γ⃗
(t) is invertible by proposition A.7. As our integral over

(Ad)I−{n} is of Gaussian type, we can apply Wick’s formula to get

W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

)

=
∫
(Ad)I−{n}

e
−

n−1
∑

i=1

n−1
∑

j=1
(z̃i | ¯̃z j)M

Γ⃗
(t)i j n−1

∏
i=1

(dd z̃idd ¯̃zi) ∧ ι∏
n−1
i=1 (d

d z̃idd ¯̃zi)Ñ
p(⃗Γ ,m,l)(−dym(e)

e ,−(z̃e|dye)dym(e)
e )e

n−1
∑

i=1
(z̃i |λi)+(z̃n|

n
∑

i=1
λi) ⊗β

é
= (−2π i)d(n−1) 1

(detM
Γ⃗ (t))

d

Ñ
ι
∏

n−1
i=1 (d

d z̃idd ¯̃zi)
◦ e

d
∑

s=1

n−1
∑

i=1

n−1
∑

j=1
M−1

Γ⃗
(t)i j∂z̃s

i
∂ ¯̃zs

j

p(⃗Γ ,m,l)(−dym(e)
e ,−(z̃e|dye)dym(e)

e )e
n−1
∑

i=1
(z̃i |λi)+(z̃n|

n
∑

i=1
λi) ⊗β

é∣∣∣∣∣∣
z̃i=0,1≤i≤n−1

.

To simplify the notation further, it is convenient to choose the following basis for one-
forms:

dz̃i = dz̃i for 1 ≤ i ≤ n,

d ¯̃zi =
n−1
∑

j=1
d
Å

M−1
Γ⃗ (t)i j

z̄′ j
ã
=

n−1
∑

j=1

Å
d(M−1

Γ⃗ (t)i j
)z̄′ j + M−1

Γ⃗ (t)i j
dz̄′ j

ã
for 1 ≤ i ≤ n− 1,

d ¯̃zn = d ¯̃zn

dte = dte for e ∈ Γ⃗1,

where z̄′i is a smooth vector-valued function defined by

z̄′i =
n−1

∑
j=1

M
Γ⃗ (t)i j

z̄ j.

The dual basis for vectors transforms as follows:

∂z̃i → ∂z̃i for 1 ≤ i ≤ n,

∂ ¯̃zi
→

n−1
∑

j=1
M

Γ⃗ (t)i j
∂z̄′ j for 1 ≤ i ≤ n− 1,

∂ ¯̃zn → ∂ ¯̃zn

∂te → ∂te − ∑
i, j,k∈I−{n}

M
Γ⃗ (t)ik

∂te(M−1
Γ⃗ (t)k j

)(z̄′ j|∂z̄′ i) for e ∈ Γ⃗1.

We notice that

ι
∏

n−1
i=1 (d

d z̃idd ¯̃zi)
= (det M

Γ⃗ (t))
dι

∏
n−1
i=1 (d

d z̃idd z̄′ i)
,
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so the Feynman graph integrand becomes

W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

)

= (−2π i)d(n−1)

Ñ
ι
∏

n−1
i=1 (d

d z̃idd z̄′ i)
◦ e

d
∑

s=1

n−1
∑

i=1
∂z̃s

i
∂

z̄′si

p(⃗Γ ,m,l)(−dym(e)
e ,−(z̃e|dye)dym(e)

e )e
n−1
∑

i=1
(z̃i |λi)+(z̃n|

n
∑

i=1
λi) ⊗β

é∣∣∣∣∣∣
z̃i=0,1≤i≤n−1

.

Notice that when applied the exponential, we can trade multiplication by the coordi-
nate function z̃s

e with the derivative with respect to λs
e = λs

t(e) − λs
h(e):

z̃s
ee

n−1
∑

i=1
(z̃i |λi)+(z̃n|

n
∑

i=1
λi)

= ∂λs
e
e

n−1
∑

i=1
(z̃i |λi)+(z̃n|

n
∑

i=1
λi)

= (∂λs
t(e)
− ∂λs

h(e)
)e

n−1
∑

i=1
(z̃i |λi)+(z̃n|

n
∑

i=1
λi)

,

It follows that

p(⃗Γ ,m,l)(−dym(e)
e ,−(z̃e|dye)dym(e)

e )e
n−1
∑

i=1
(z̃i |λi)+(z̃n|

n
∑

i=1
λi)

= p(⃗Γ ,m,l)(−dym(e)
e ,−(

d

∑
s=1

∂λs
e
◦ dys

e) ◦ dym(e)
e )e

n−1
∑

i=1
(z̃i |λi)+(z̃n|

n
∑

i=1
λi)

.

We also notice that, as operators, one has

e
d
∑

s=1

n−1
∑

i=1
∂z̃s

i
∂

z̄′si ◦ dys
e = dỹs

e ◦ e
d
∑

s=1

n−1
∑

i=1
∂z̃s

i
∂

z̄′si ,

where

dỹs
e =

n−1

∑
j=1

Ä
d
Ä

d−1
Γ⃗
(t)e j z̄′

s
j

ä
+ d

Ä
d−1
Γ⃗
(t)e j

ä
∂z̃s

j

ä
So we have

e
d
∑

s=1

n−1
∑

i=1
∂z̃s

i
∂

z̄′si ◦ p(⃗Γ ,m,l)(−dym(e)
e ,−(

d

∑
s=1

∂λs
e
◦ dys

e) ◦ dym(e)
e )

= p(⃗Γ ,m,l)(−dỹm(e)
e ,−(

d

∑
s=1

∂λs
e
◦ dỹs

e) ◦ dỹm(e)
e ) ◦ e

d
∑

s=1

n−1
∑

i=1
∂z̃s

i
∂

z̄′si .
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Applying these relations, the Feynman graph integrand becomes

W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

)

= (−2π i)d(n−1)

Ç
ι
∏

n−1
i=1 (d

d z̃idd z̄′ i)
◦ p(⃗Γ ,m,l)(−dỹm(e)

e ,−(
d

∑
s=1

∂λs
e
◦ dỹs

e) ◦ dỹm(e)
e )

◦e
n−1
∑

i=1
(z̃i |λi)+(z̃n|

n
∑

i=1
λi)
(1⊗β)

é∣∣∣∣∣∣
z̃i=0,1≤i≤n−1

.

The factor e
d
∑

s=1

n−1
∑

i=1
∂z̃s

i
∂

z̄′si disappears since e
n−1
∑

i=1
(z̃i |λi)+(z̃n|

n
∑

i=1
λi)
(1⊗β) is holomorphic. We fur-

ther notice that

dỹs
e ◦ e

n−1
∑

i=1
(z̃i |λi)+(z̃n|

n
∑

i=1
λi)

= e
n−1
∑

i=1
(z̃i |λi)+(z̃n|

n
∑

i=1
λi) ◦ d ˜̃ys

e,

where

d ˜̃ys
e = dỹs

e +
n−1

∑
j=1

d
Ä

d−1
Γ⃗
(t)e j

ä
λs

j .

Then we have

p(⃗Γ ,m,l)(−dỹm(e)
e ,−(

d

∑
s=1

∂λs
e
◦ dỹs

e) ◦ dỹm(e)
e ) ◦ e

n−1
∑

i=1
(z̃i |λi)+(z̃n|

n
∑

i=1
λi)

= e
n−1
∑

i=1
(z̃i |λi)+(z̃n|

n
∑

i=1
λi) ◦ p(⃗Γ ,m,l)(−d ˜̃ym(e)

e ,−(
d

∑
s=1

(∂λs
e
+ z̃s

e) ◦ d ˜̃ys
e) ◦ d ˜̃ym(e)

e ).

Finally, we get

W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

)

= (−2π i)d(n−1)

Ç
ι
∏

n−1
i=1 (d

d z̃idd z̄′ i)
◦ p(⃗Γ ,m,l)(−d ˜̃ym(e)

e ,−(
d

∑
s=1

(∂λs
e
+ z̃s

e) ◦ d ˜̃ys
e) ◦ d ˜̃ym(e)

e )

(1⊗β))|z̃i=0,1≤i≤n−1 e
(z̃n|

n
∑

i=1
λi)

= (−2π i)d(n−1)

Ç
ι
∏

n−1
i=1 (d

d z̃idd ¯̃zi)
◦ p(⃗Γ ,m,l)(−dŷm(e)

e ,−(
d

∑
s=1

(∂λs
e
+ z̃s

e) ◦ dŷs
e) ◦ dŷm(e)

e )

(1⊗β))|z̃i=0,1≤i≤n−1 e
(z̃n|

n
∑

i=1
λi)

.

□
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We have shown that the expression W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

) is a well-defined differential
form in the variables t = (te) ∈ (0,+∞)|Γ1|. Now, we want to prove that this integrand is
integrable over

S+((0,+∞)|Γ1|) = {(te1 , . . . , te|Γ1 |
) ∈ (0,+∞)|Γ1||

|Γ1|

∑
i=1

t2
i = 1}.

We use the compactification technique of Schwinger spaces from [20, 19]. We refer to
(0,+∞)Γ⃗1 as the Schwinger space of the graph Γ⃗ . In order to integrate, we fix the orienta-
tion by the following ∫

(0,L)|Γ1 |
∏
e∈⃗Γ1

dte = L|Γ1|,

where L > 0.

There is a natural partial compactification of (0,+∞)|Γ1|, which is constructed by it-
erated real blow up along corners of [0,+∞)|Γ1|. We collect basic properties of the par-

tially compactified Schwinger spaces in the Appendix B. We use ‚�[0,+∞)
|Γ1|

to denote
the partially compactified Schwinger space of Γ⃗ . One of the key properties of this partial

compactification is that the closure of S+((0,+∞)|Γ1|) in ‚�[0,+∞)
|Γ1|

, which we denote by

S̄+((0,+∞)|Γ1|),

is compact. Additionally, we will use the fact that the graphical Green’s function

d−1
Γ⃗
(t)ei, i ∈ Γ⃗0 − {n}, e ∈ Γ⃗1,

which is originally defined on (0,+∞)|Γ1|, can be extended to a smooth function on‚�[0,+∞)
Γ⃗1

, see lemma B.6 in the appendix.

Proposition 2.16. Let (⃗Γ , m, l) be a Feynman graph and denote Γ0 = I. Given

β ∈ (ωAd [d])⊠I

and

e
n
∑

i=1
(zi |λi)

= e
d
∑

s=1

n
∑

i=1
zs

i λ
s
i ∈ C∞((Ad)I × (Ad)I),

the Feynman graph integrand

W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

)

can be extended to a smooth differential form on ‚�[0,+∞)
Γ⃗1

. In particular,∫
S+((0,+∞)Γ⃗1 )

W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

)
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is convergent.

Proof. By Proposition 2.15, we have an explicit formula for W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

). Since

d−1
Γ⃗
(t)ei is smooth on‚�[0,+∞)

Γ⃗1
, the operator dŷs

e is also smooth. So W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

)

can be extended to a smooth differential form. Finally, since S̄+((0,+∞)Γ⃗1) is compact,
the integral∫

S+((0,+∞)Γ⃗1 )
W((⃗Γ , m, l),βe

n
∑

i=1
(zi |λi)

) =
∫

S̄+((0,+∞)Γ⃗1 )
W((⃗Γ , m, l),βe

n
∑

i=1
(zi |λi)

)

is convergent. □

2.2.3. Properties of Feynman graph integrals. The next result is about the scaling invariance
of the Feynman graph integrals that we are studying.

Proposition 2.17. Let (⃗Γ , m, l) be a Feynman graph, such that Γ⃗0 = I. Given

β ∈ (ωAd [d])⊠I

and

e
n
∑

i=1
(zi |λi)

= e
d
∑

s=1

n
∑

i=1
zs

i λ
s
i ∈ C∞((Ad)I × (Ad)I),

then we have the following consequences:

(1) Let R+ act on Schwinger space by rescaling

λ · (te1 , . . . , te|Γ1 |
) = (λ · te1 , . . . , λ · te|Γ1 |

),

where λ ∈ R+, (te1 , . . . , te|Γ1 |
) ∈ (0,+∞)Γ⃗1 . Then, the Feynman graph integrand

W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

)

is R+-invariant and hence induces a smooth differential form on (0,+∞)Γ⃗1/R+.
(2) Let S ⊂ (0,+∞)Γ⃗1 be a submanifold, such that the natural map S → (0,+∞)Γ⃗1/R+ is

a diffeomorphism. Then we have∫
S

W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

) =
∫

S+((0,+∞)Γ⃗1 )
W((⃗Γ , m, l),βe

n
∑

i=1
(zi |λi)

).

Proof. Part (2) of the proposition is a direct consequence of (1). Let’s prove (1). We need
to show that the weight is an equivariant, or basic, differential form with respect to this

group action. Let V = V1 + V2, where V1 =
d
∑

s=1

n−1
∑

i=1
¯̃zs
i ∂ ¯̃zs

i
, V2 = ∑

e∈⃗Γ1

te∂te . Notice that V2 is

the infinitesimal generaotr for the R+-action as defined in the statement.
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As before, for shorthand notation define

W̃ = p(⃗Γ ,m,l)(−e−(ze|ye)dym(e)
e ,−e−(ze|ye)(ze|dye)dym(e)

e )e
n
∑

i=1
(zi |λi) ⊗β.

By Proposition 2.9, we have LVW̃ = 0,

ιVW̃ = 0.

So we can get

LV2W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

) =
∫
(Ad)I−{n}

LV2W̃ = −
∫
(Ad)I−{n}

LV1W̃ = 0

by Stokes’ theorem. Similarly,

ιV2W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

) = ±
∫
(Ad)I−{n}

ιV1W̃ = 0

by type reasons. □

We turn to the dependency of the integration
∫

S+((0,+∞)Γ⃗1 )
W((⃗Γ , m, l),βe

n
∑

i=1
(zi |λi)

) on the

actual Feynman graph (⃗Γ , m, l). This is summarized in the following result.

Proposition 2.18. Let (⃗Γ , m, l) be a Feynman graph, such that Γ⃗0 = I. Given

β ∈ (ωAd [d])⊠I

and

e
n
∑

i=1
(zi |λi)

= e
d
∑

s=1

n
∑

i=1
zs

i λ
s
i ∈ C∞((Ad)I × (Ad)I),

then we have the following consequences:

(1) Let 1 ≤ l1, l2 < l, l ≤ l′1, l′2 ≤ |Γ1|, we use σl1 l2 (⃗Γ ) (σl′1 l′2
(⃗Γ )) to denote the Feynman

graph Γ⃗ with the order of el1 , el2 ∈ Γ⃗1 (el′1
, el′2
∈ Γ⃗1) interchanged. Then we have

∫
S+((0,+∞)

σl1 l2
(⃗Γ1)

W((σl1 l2 (⃗Γ ), m, l),βe
n
∑

i=1
(zi |λi)

) =
∫

S+((0,+∞)Γ⃗1 )
W((⃗Γ , m, l),βe

n
∑

i=1
(zi |λi)

)

∫
S+((0,+∞)

σl′1 l′2
(⃗Γ1)

W((σl′1 l′2
(⃗Γ ), m, l),βe

n
∑

i=1
(zi |λi)

) = −
∫

S+((0,+∞)Γ⃗1 )
W((⃗Γ , m, l),βe

n
∑

i=1
(zi |λi)

)

(2) For 1 ≤ s ≤ d, i, j ∈ Γ⃗0, let (⃗Γ ′, ms, l) be the Feynman graph which satisfies the follow-
ing:
• Γ⃗ ⊂ Γ⃗ ′ is a directed subgraph.
• Γ⃗ ′0 = Γ⃗0.
• Γ⃗ ′1 = {e0} ∪ Γ⃗1, where t(e0) = i, h(e0) = j.
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• m(e0) = s.
Then we have

d

∑
s=1

∫
S+((0,+∞)Γ⃗

′
1 )

W((⃗Γ ′, ms, l), zs
i jβe

n
∑

i=1
(zi |λi)

) =
∫

S+((0,+∞)Γ⃗1 )
W((⃗Γ , m, l),βe

n
∑

i=1
(zi |λi)

).(2.5)

(3) For 1 ≤ s ≤ d, i, j ∈ Γ⃗0, let (⃗Γ ′′, ms, l) be the Feynman graph which satisfies the
following:
• Γ⃗ ⊂ Γ⃗ ′′ is a directed subgraph.
• Γ⃗ ′′0 = Γ⃗0.
• Γ⃗ ′′1 = Γ⃗1 ∪ {e|⃗Γ1|+1}, where t(e|⃗Γ1|+1) = i, h(e|⃗Γ1|+1) = j.
• m(e|⃗Γ1|+1) = s.

Then we have

d

∑
s=1

∫
S+((0,+∞)Γ⃗

′′
1 )

W((⃗Γ ′′, ms, l), zs
i jβe

n
∑

i=1
(zi |λi)

) = 0.

Proof. Part (1) is a direct observation. We prove part (2). Let’s first assume Γ⃗1 ̸= ∅. To
simplify notations, we define

W̃ = p(⃗Γ ,m,l)(−e−(ze|ye)dym(e)
e ,−e−(ze|ye)(ze|dye)dym(e)

e )e
n
∑

i=1
(zi |λi) ⊗β.

Let’s consider a submanifold

S = S+((0,+∞)Γ⃗1)× (0,+∞) ⊂ S+((0,+∞)Γ⃗
′
1).

We notice that the natural map from S to (0,+∞)Γ⃗
′
1/R+ is a diffeomophism, so

d

∑
s=1

∫
S+((0,+∞)Γ⃗

′
1 )

W((⃗Γ ′, ms, l), zs
i jβe

n
∑

i=1
(zi |λi)

)

=
d

∑
s=1

∫
S+((0,+∞)Γ⃗1 )

∫
(0,+∞)

W((⃗Γ ′, ms, l), zs
i jβe

n
∑

i=1
(zi |λi)

)

=
d

∑
s=1

∫
S+((0,+∞)Γ⃗1 )

∫
(Ad)I−{n}

zs
i jx

s
i jW̃

=
∫

S+((0,+∞)Γ⃗1 )
W((⃗Γ , m, l),βe

n
∑

i=1
(zi |λi)

).



30 ZHENGPING GUI, MINGHAO WANG, BRIAN R. WILLIAMS

When Γ⃗1 = ∅, |Γ0| ≥ 3, Γ⃗ and Γ⃗ ′ are disconnected, so both sides of formula (2.5) is zero.
When Γ⃗1 = ∅, i = 1, j = 2, Γ⃗0 = {1, 2}, we have

d

∑
s=1

∫
S+((0,+∞)Γ⃗

′
1 )

W((⃗Γ ′, ms, l), zs
i jβe

n
∑

i=1
(zi |λi)

)

=

Å
−
∫
Ad

e−(z12|y12)(z12|dy12)βe(z1|λ1)+(z2|λ2)
ã∣∣∣∣

t12=1

=

Å∫
Ad

∂̄

Ä
e−(z12|y12)βe(z1|λ1)+(z2|λ2)

äã∣∣∣∣
t12=1

= 0.

Since Γ⃗ is disconnected,∫
S+((0,+∞)Γ⃗1 )

W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

)

= 0

=
d

∑
s=1

∫
S+((0,+∞)Γ⃗

′
1 )

W((⃗Γ ′, ms, l), zs
i jβe

n
∑

i=1
(zi |λi)

).

Finally, part (3) can be proved by similar arguments. □

2.3. Higher residues from Feynman graphs. Finally, we arrive at the definition of the
residue on the model JI

Ad((ωAd [d])⊠I) for configuration space.

Definition 2.19. Let

α = p(xs
i j, dxs

i j)⊗β ∈ JA
d

I ((ωAd [d])⊠I),

where p(xs
i j, dxs

i j) is a monomial with coefficient 1. Let

e
n
∑

i=1
(zi |λi)

= e
d
∑

s=1

n
∑

i=1
zs

i λ
s
i ∈ C∞((Ad)I × (Ad)I),

then the residue ofαe
n
∑

i=1
(zi |λi)

is defined by

−1
(−2π i)d(n−1)

∮
z1 ,...zn−1=zn

αe
n
∑

i=1
(zi |λi)

:=
(−1)

1
2 (|Γ1|−l)(Γ1|−l+1)+1

(−2π i)d(n−1)

∫
S+((0,+∞)Γ⃗1 )

W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

),

where (⃗Γ , m, l) is a Feynman graph with corresponding polynomial p(⃗Γ ,m,l) = p(xs
i j, dxs

i j),
see definition 2.11. We define residues for general elements in JI

Ad((ωAd [d])⊠I) by linear-
ity.
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We observe that by proposition 2.18, residues are well-defined. The following propo-
sition highlights key features of our higher residue defined on the Jouanolou model. In
part, it implies that the formal D(Ad)I -module structure on JI

Ad coincides with the action
by derivatives on the residues we have just defined.

Proposition 2.20. Let α ∈ JI
Ad((ωAd [d])⊠I), e

n
∑

i=1
(zi |λi) ∈ C∞((Ad)I × (Ad)I), and 1 ≤ s ≤ d.

We have

(1) If i ∈ I − {n}, then

−1
(−2π i)d(n−1)

∮
z1 ,...zn−1=zn

(
αe

n
∑

i=1
(zi |λi)

)
· ∂zs

i
= 0.

(2) If i = n, then

−1
(−2π i)d(n−1)

∮
z1 ,...zn−1=zn

(
αe

n
∑

i=1
(zi |λi)

)
· ∂zs

i

=

(
−1

(−2π i)d(n−1)

∮
z1 ,...zn−1=zn

αe
n
∑

i=1
(zi |λi)

)
· ∂zs

n .

Proof. Without loss of generality, we assumeα = p(⃗Γ ,m,l)⊗β, where (⃗Γ , m, l) is a Feynman

graph. We can also assume Γ⃗1 ̸= ∅, t(e1) = i.

Let Γ⃗ ′ ⊂ Γ⃗ be a subgraph, such that Γ⃗ ′0 = Γ⃗0, Γ⃗ ′1 = Γ⃗1 − {e1}. Let

W̃ ′ = p(⃗Γ ′ ,m|⃗
Γ ′ ,l)

(−e−(ze|ye)dym(e)
e ,−e−(ze|ye)(ze|dye)dym(e)

e )e
n
∑

i=1
(zi |λi) ⊗β.

When 1 < l, we have

∂zs
i
xm(e1)

e1 = −xs
e1

xm(e1)
e1 .

Let’s prove

∫
S+((0,+∞)|Γ1 |+1)

∫
(Ad)I−{n}

e
− (ze1 |z̄e1 )

te0 d(
z̄s

e1

te0

)e
− (ze1 |z̄e1 )

te1 d(
z̄m(e1)

e1

te1

)W̃ ′

= −
∫

S+((0,+∞)Γ⃗1 )

∫
(Ad)I−{n}

∂zs
i

(
e
− (ze1 |z̄e1 )

te1 d(
z̄m(e1)

e1

te1

)

)
W̃ ′.

When Γ⃗ ′1 ̸= ∅, let

S = S+((0,+∞)Γ⃗
′
1)× (0,+∞)2 ⊂ (0,+∞)|Γ1|+1.
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Note the natural map from S to (0,+∞)|Γ1|+1/R+ is a diffeomorphism, we have∫
S+((0,+∞)|Γ1 |+1)

∫
(Ad)I−{n}

e
− (ze1 |z̄e1 )

te0 d(
z̄s

e1

te0

)e
− (ze1 |z̄e1 )

te1 d(
z̄m(e1)

e1

te1

)W̃ ′

=
∫

S+((0,+∞)
Γ⃗ ′1 )

∫
(Ad)I−{n}

i(xs
e1
)i(xm(e1)

e1 )W̃ ′

= −
∫

S+((0,+∞)
Γ⃗ ′1 )

∫
(Ad)I−{n}

∂zs
i
(i(xm(e1)

e1 ))W̃ ′

= −
∫

S+((0,+∞)Γ⃗1 )

∫
(Ad)I−{n}

∂zs
i

(
e
− (ze1 |z̄e1 )

te1 d(
z̄m(e1)

e1

te1

)

)
W̃ ′.

When Γ⃗ ′1 = ∅, this can be proved by directed computation.

We can use similar arguments to prove the case when l = 1.

Now, (1) follows from the fact that the integral of a total derivative is zero. By dom-
inated convergence theorem for derivatives, we can interchange the order of taking de-
rivative and integration. So we proved (2). □

2.4. Construction of the unit chiral algebra on Ad. We culminate this section with a
construction of an L∞ chiral algebra structure on ωAd [d − 1] by using residues. This is
precisely the unit chiral algebra in dimension d.

We first introduce the following definition.

Definition 2.21. Letα ∈ JI
Ad((ωAd [d])⊠I), the shifted n operation

µ̃I : JI
Ad((ωAd [d])⊠I)→ ωAd [d]⊗k[λ⋆] k[λ1, . . . , λn]

is given by

µ̃I(α) =
−e−(λ⋆|w)

(−2π i)d(n−1)

(∮
z1 ,···zn−1=zn

αe
n
∑

i=1
(zi |λi)

)∣∣∣∣∣
zn=w

,

where λ⋆ =
n
∑

i=1
λi.

Remark 2.22. By proposition 2.15, we know µ̃I(α) is a well-defined element ofωAd [d]⊗k[λ⋆]

k[λ1, . . . , λn], i.e., µ̃I(α) is a polynomial with respect to {λi}i∈I .

As mentioned in Remark 1.11, the Jouanolou model has the advantage that it carries a
GLd-action. Here we give the detailed definition.

Definition 2.23. The Jouanolou model JI
Ad((ωAd [d])⊠I) and the push forwardωAd [d]⊗k[λ•]

k[λ1, . . . , λn] carry a natural GLd action which can be described as follows

(z1
i , . . . , zd

i ) 7→ (z1
i , . . . , zd

i )A, i = 1, . . . , n,
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(dz1
i , . . . , dzd

i ) 7→ (dz1
i , . . . , dzd

i )A, i = 1, . . . , n,

(x1
i j, . . . , xd

i j) 7→ (x1
i j, . . . , xd

i j)(AT)−1, i, j = 1, . . . , n,

(λ1
i , . . . , λd

i ) 7→ (λ1
i , . . . , λd

i )(AT)−1, i = ⋆, 1, . . . , n,

where A ∈ GLd.

The following proposition says that µ̃I(α) defines a degree 1 GLd-equivariant chiral
operation.

Proposition 2.24. µ̃I(α) defines a cohomological degree 1 element of

HomD
(Ad)I

(
JI
Ad((ωAd [d]))⊠I), ∆I/{⋆}

∗ (ωAd [d])
)

which is furthermore GLd-equivariant.

Proof. We first prove that µ̃I is a D(Ad)I -module map. First, observe that functions act in
the following way:

µ̃I(α · zs
i )

=
−e−(λ⋆|w)

(−2π i)d(n−1)

Ñ∮
z1 ,···zn−1=zn

zs
iαe

n
∑

j=1
(z j|λ j)

é∣∣∣∣∣∣
zn=w

=
−e−(λ⋆|w)

(−2π i)d(n−1)

Ñ∮
z1 ,···zn−1=zn

α∂λs
i
e

n
∑

j=1
(z j|λ j)

é∣∣∣∣∣∣
zn=w

= (w + ∂λs
i
)
−e−(λ⋆|w)

(−2π i)d(n−1)

Ñ∮
z1 ,···zn−1=zn

αe

n
∑

j=1
(z j|λ j)

é∣∣∣∣∣∣
zn=w

= µ̃I(α) · zs
i ,



34 ZHENGPING GUI, MINGHAO WANG, BRIAN R. WILLIAMS

Similarly, derivatives act as

µ̃I(α · ∂zs
i
)

=
e−(λ⋆|w)

(−2π i)d(n−1)

Ñ∮
z1 ,···zn−1=zn

∂zs
i
(α)e

n
∑

j=1
(z j|λ j)

é∣∣∣∣∣∣
zn=w

=
e−(λ⋆|w)

(−2π i)d(n−1)

Ñ∮
z1 ,···zn−1=zn

∂zs
i
(αe

n
∑

j=1
(z j|λ j)

)

é∣∣∣∣∣∣
zn=w

− e−(λ⋆|w)
(−2π i)d(n−1)

Ñ∮
z1 ,···zn−1=zn

λs
iαe

n
∑

j=1
(z j|λ j)

é∣∣∣∣∣∣
zn=w

=
e−(λ⋆|w)

(−2π i)d(n−1)

Ñ∮
z1 ,···zn−1=zn

∂zs
i
(αe

n
∑

j=1
(z j|λ j)

)

é∣∣∣∣∣∣
zn=w

+ µ̃I(α) · ∂λs
i
.

Using proposition 2.20, the first term is 0 when i ̸= n. When i = n, the first term is

(−λ⋆ + ∂w)
e−(λ⋆|w)

(−2π i)d(n−1)

Ñ∮
z1 ,···zn−1=zn

αe

n
∑

j=1
(z j|λ j)

é∣∣∣∣∣∣
zn=w

,

which is zero as an element in

ωAd [d]⊗k[λ⋆] k[λ1, . . . , λn].

We next check that µ̃ is of cohomological degree 1. Assume

α = p⊗β ∈ JI
Ad ⊗O

(Ad)I (ωAd [d])⊠I ,

we use |p| and |β| to denote the homological degree of p and β respectively. To make
sure the integral ∮

z1 ,···zn−1=zn

p⊗βe

n
∑

j=1
(z j|λ j)

is non-zero, we have |Γ1|+ |p| = d(|Γ0| − 1) + |Γ1| − 1

|β| = −d|Γ0|
.

So |µ̃I(α)| = −d = |p|+ |β|+ 1 = |α|+ 1.

For the GLd-equivariance, we use Proposition 2.15 (2). In that explicit formula, we
can formally treat z̃i and ¯̃zi as independent variables and declare that under the action
A ∈ GLd

(z̃1
i , . . . , z̃d

i ) 7→ (z̃1
i , . . . , z̃d

i )A, i = 1, . . . , n,



35

( ¯̃z1
i , . . . , ¯̃zd

i ) 7→ ( ¯̃z1
i , . . . , ¯̃zd

i )(AT)−1, i = 1, . . . , n.

Then in the expression of W((⃗Γ , m, l),βe
n
∑

i=1
(zi |λi)

), we see that both of ι
∏

n−1
i=1 (d

d z̃idd ¯̃zi)
and

d
∑

s=1
(∂λs

e
+ z̃s

e) ◦ dŷs
e are invariant and for e ∈ Γ1

(dŷ1
e , . . . , dŷd

e ) 7→ (dŷ1
e , . . . , dŷd

e )(AT)−1

has the expected transformation rule. □

Thus, {µ̃I} defines a chiral operation of the appropriate degree. In order for such
operations to define a chiral algebra, we need to check that µ̃I satisfy the following shifted
L∞ relations. This is the main result of this section.

Theorem 2.25. {µ̃I} satisfies the following properties:

(1) µ̃I = µ̃Iσii′
◦ σii′ , where σii′ is the permutation of i ̸= i′ ∈ I (recall it is defined in

Definition 1.6).
(2) For any finite set I one has (recall the notation in the proof of Theorem 1.7)

−µ̃I ◦ d = ∑
I′⊂I

µ̃{•}∪I−I′ ◦ µ̃I′⊂I

where the sum is over subsets I′ ⊂ I.

Proof. Let’s prove (1) first. When i, i′ ̸= n, it is trivial. Let’s assume i < i′ = n. Since µ̃I is
a D(Ad)I -module morphism, we only need to prove this in the case when

α = p(xs
i , dxs

i )⊗
n

∏
i=1

ddzi.

In this case,

µ̃I(α) =
−e−(λ⋆|w)

(−2π i)d(n−1)

Ñ∮
z1 ,···zn−1=zn

αe

n
∑

j=1
(z j|λ j)

é∣∣∣∣∣∣
zn=w

.

By using the coordinate transform

z j = z′j + 2w− z′n − z′i ,

we have

µ̃I(α) =
−e−(λ⋆|w)

(−2π i)d(n−1)

Ñ∮
z′1 ,··· ,z′i−1 ,z′n ,z′i+1 ,··· ,z′n−1=z′i

(−1)d2
αe

n
∑

j=1
(z′j|λ j)+(λ⋆|(z′i−z′n)

)

é∣∣∣∣∣∣
z′i=w

.
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By Proposition 2.15 and the fact that ddw · λs
⋆ = 0, we have

µ̃I(α) =
−e−(λ⋆|w)

(−2π i)d(n−1)

Ñ∮
z′1 ,··· ,z′i−1 ,z′n ,z′i+1 ,··· ,z′n−1=z′i

σin(α)e

n
∑

j=1
(z′j|λ j)

é∣∣∣∣∣∣
z′i=w

= µ̃Iσin
◦σin(α).

Now, let’s prove (2). Assumeα = p(⃗Γ ,m,l) ⊗β, where (⃗Γ , m, l) is a Feynman graph. Let

W̃ = p(⃗Γ ,m,l)(−e−(ze|ye)dym(e)
e ,−e−(ze|ye)(ze|dye)dym(e)

e )e
n
∑

i=1
(zi |λi) ⊗β.

By Stokes’ theorem and Proposition B.7,

− µ̃I(dα)

=
e−(λ⋆|w)(−1)

1
2 (|Γ1|−l)(Γ1|−l+1)

(−2π i)d(n−1)

Å∫
S+((0,+∞)Γ⃗1 )

∫
(Ad)I−{n}

(∂̄ + dt)W̃
ã∣∣∣∣

zn=w

=
e−(λ⋆|w)(−1)

1
2 (|Γ1|−l)(Γ1|−l+1)

(−2π i)d(n−1)

Å∫
S+((0,+∞)Γ⃗1 )

dt

Å∫
(Ad)I−{n}

W̃
ãã∣∣∣∣

zn=w

=
e−(λ⋆|w)(−1)

1
2 (|Γ1|−l)(Γ1|−l+1)

(−2π i)d(n−1)

(
∑
Γ⃗ ′⊂⃗Γ

sgn(σ
Γ⃗ ′1⊂⃗Γ1

)
∫

S+((0,+∞)Γ⃗1−⃗Γ ′1 )

∫
S+((0,+∞)Γ⃗

′
1 )∫

(Ad){•}∪⃗Γ0−⃗Γ ′0−{n}

∫
(Ad)|Γ

′
0 |−1

W̃
ã∣∣∣∣

zn=w

= ∑
I′⊂I

µ̃{•}∪I−I′ ◦ µ̃I′⊂I(α).

□

Finally, using the canonical décalage isomorphism

Sym⊠I(ωAd [d]) ∼= ∧⊠I(ωAd [d− 1])[n],

the shifted L∞ chiral algebra structure {µ̃I}I∈fSet on ωAd [d] corresponds to an L∞ chiral
algebra structure on ωAd [d− 1].

Definition 2.26. The L∞ algebra structure on ωAd [d− 1] is called the unit L∞ chiral al-
gebra structure. We denote it by ω♦

Ad . The corresponding L∞ operations are denoted by
{µω

I }I∈fSet.
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3. EXAMPLES OF HIGHER CHIRAL ALGEBRAS

We provide examples of chiral algebras in the Jouanolou model. These include com-
mutative chiral algebras and free ghost chiral algebras. Additionally, we provide a con-
struction of a chiral algebra enhancement of the higher-dimensional Kac–Moody alge-
bra as constructed in [5]. This is generalization of the relationship between the (univer-
sal) WZW/current chiral algebras and affine Kac–Moody algebras. We will assume that
k = C in this section. However, everything works for the general ground field k if one
accepts the existence of a unit chiral algebra over k.

For simplicity of notation, we write ω instead of ωAd throughout this section.

3.1. Commutative chiral algebras. Following [2], we define the notion of commutative
chiral algebras.

Definition 3.1. Let A be a chiral algebra with zero differential on Ad. We say that A is
commutative if the composition

Γ
Ä
(Ad)I ,A⊠I

ä
↪→ JI

Ad(A)
µI−→ A⊗k[λ⋆] k[λI ]

vanishes for all I with |I| ≥ 2. Here, the first map is the inclusion of global sections into
derived global sections.

A graded commutative DAd -algebra B is a left DAd -module with a commutative prod-
uct

m : B⊗ B→ B

which is a DAd -module map.

Proposition 3.2. Let B be a commutative DAd -algebra. There is a chiral algebra structure on
B := B⊗OAd ω

♦
Ad which makes B into a commutative chiral algebra.

Proof. We define
µBI : JI

Ad(B⊠I)→ B⊗k[λ⋆] k[λI ]

to be the composition of the following sequence of maps

JI
Ad(B⊠I) = JI

Ad((ω
♦
Ad)

⊠I)⊗O
(Ad)I B⊠I µω

I ⊗Id
−−−→

Ä
ω♦

Ad ⊗k[λ⋆] k[λI ]
ä
⊗O

(Ad)I B⊠I

∼−→ ω♦
Ad ⊗k[λ⋆] k[λI ]⊗k[λI ]

Ä
B⊠I ⊗ k[λI ]

ä ∼−→ ω♦
Ad ⊗k[λ⋆]

Ä
B⊗I ⊗ k[λI ]

ä
m(I)
−−→ ω♦

Ad ⊗k[λ⋆] (B⊗ k[λI ])
∼−→ B ⊗k[λ⋆] k[λI ].

Here m(I) is the iterated commutative product. The fact that {µBI } satisfy the L∞ relations
follows immediately from the L∞-relations of the unit chiral algebra. □
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3.2. Free ghost chiral algebras. The following set of examples are immediate generaliza-
tions of familiar d = 1 ghost-type chiral algebras (of β− γ or b− c type). Let F be sheaf
of locally free Z-graded OAd -modules and FD = F ⊗O D the induced dg DAd -module.
We assume that F is equipped with a non-degenerate, graded skew-symmetric, pairing
of graded O-modules

(3.1) ⟨−,−⟩ : F⊗O F→ ω[d− 1].

We introduce the following graded commutative D-algebra

F = Sym
Ä

FD ⊗ω−1
ä

Remark 3.3. In the case that F = ωAd ⊕ O[1 − d], with the obvious pairing, the chiral
algebra we are about to define is associated to the following first-order action functional
in physics

(3.2)
∫
Cd

β∂γ

where β is a form of Dolbeault type (d, d− 1) and γ is a smooth function. Indeed, when
d = 1 this returns the ordinary β− γ system used in superstring theory. To obtain the
b− c system we must introduce an additional Z/2 grading and consider the parity shift
of this example. The same generalization can be made in the higher-dimensional setting
as well, though we will not pursue it here.

Definition 3.4. Define the D-module map

eP12 : J{1,2}
Ad (F⊠2)→ J{1,2}

Ad (F⊠2)

by extending the ⟨−,−⟩ pairing

P12 = ⟨−,−⟩ · P12 : (F⊗ω−1)⊠ F[1− d]→ J{1,2}
Ad (O⊠O)

by the Leibniz rule. Here we define the element

P12 =
d

∑
s=1

(−1)s−1xs
12 · dx1

12 · · ·‘dxs
12 · · · dxd

12,

which under the map xs
12 7→

z̄s
1−z̄s

2
|z1−z2|2

is exactly the Bochner-Martinelli kernel.

Denote

PI = ∑
{i, j}⊂I

P{i, j}.

If I = I′
⊔

I′′, we write PI = ∑
i′∈I′ ,i′′∈I′′

P{i′ ,i′′}.
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Definition 3.5. We define the chiral operations {µFI } on F = F⊗OAd ω
♦
Ad as follows. Let

{µF ,comm
I } be the commutative chiral operations as constructed in proposition 3.2. Then,

define the new chiral operations µFI by the composition:

µFI = µF ,comm
I ◦ ePI : JI

Ad

Ä
A⊠I

ä
→ A⊗k[λ⋆] k[λI ].

We have the following lemma.

Lemma 3.6. LetαI′ ∈ JI′
Ad((ω

♦
Ad)

⊠I′), b′ ∈ F⊠I′ and b′′ ∈ F⊠I′′ . We have

(3.3) m(I′)
Ä
µω

I′ (αI′)(ePI′ I′′ (b′ ⊠ b′′ · f ))
ä
=

eP{•}I′′m(I′) (µω
I′ (αI′)(b′ ⊠ b′′ · f )

)
∈ J{•}

⊔
I′′

Ad (B⊠ B⊠I′′)⊗k[λ•] k[λI′ ]

for all f ∈ J(I′), I⃗′′

Ad (O⊠I′
Ad ⊠ (ω♦

Ad)
⊠I′′) (recall the notation in the proof of Theorem 1.7).

Proof. Since ePI′ I′′ is a D-module map, we have

m(I′)
Ä
µω

I′ (αI′)(ePI′ I′′ (b′ ⊠ b′′ · f ))
ä
= m(I′)

Ä
ePI′ I′′ (µω

I′ (αI′)(b′ ⊠ b′′ · f ))
ä

.

Then the lemma follows from the fact that (recall the proof of Propostition 3.2)

m(I′)
Ä

ePI′⊔I′′−
ä
= eP{•}⊔I′′m(I′) (−) .

□

We can now prove the following.

Proposition 3.7. The chiral operations {µFI } define an L∞-chiral algebra structure on F =

F⊗OAd ω
♦
Ad for any graded vector space F.

Proof. From the definition of {µFI } and the above lemma, we have

µFI
(
d(αI′b′ ⊠ b′′ · f )

)
= µF ,comm

I

Ä
ePI d(αI′b′ ⊠ b′′ · f )

ä
= µF ,comm

I

Ä
d(ePI (αI′b′ ⊠ b′′ · f ))

ä
= ∑µF ,comm

•⊔ I−I′ ◦µ
F ,comm
I′⊂I

Ä
ePI′ ePI′ I′′ ePI′′ (αI′b′ ⊠ b′′ · f )

ä
= ∑µF ,comm

•⊔ I−I′ ◦
Ä

eP•I′′ ePI′′µF ,comm
I′⊂I (ePI′αI′b′ ⊠ b′′ · f )

ä
= ∑µF•⊔ I−I′ ◦µFI′⊂I

(
αI′b′ ⊠ b′′ · f

)
,

which proves the theorem. □

Remark 3.8. This is the Wick theorem in higher dimensions, which may be more familiar
in the context of the operator product expansion for vertex algebras. See [10, 11] for the
d = 1 Wick theorem in the language of chiral algebras.
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Remark 3.9. Note that while we used the commutative chiral operations as part of the
definition of {µFI }, this new chiral algebra is not commutative.

From proposition 1.12 we know that the de Rham functor applied to F yields an L∞
algebra h(F ). In this case, this L∞ algebra is, in fact, a graded Lie algebra. Explicitly, this
graded Lie algebra has underlying graded vector space

(3.4) Sym
Ä

F⊗ω−1
ä
⊗ω[d− 1].

The bracket is the natural extension of ⟨−,−⟩ by the graded Leibniz rule. In particular,
h(F ) is a graded Poisson algebra.

3.3. The Faonte-Hennion-Kapranov central extension via chiral operations. In this sec-
tion, denote A•d := JÅd the Jouanolou model of punctured affine space Åd = Ad \ {0}.
Equivalently, this is the quotient of the Jouanolou model of two points in Ad by the trans-
lations. It is a commutative dg algebra model for the derived global sections of the struc-
ture sheaf of the punctured affine space Åd. For a Lie algebra g, introduce the following
dg Lie algebra

g•d = g⊗k A•d .

This dg Lie algebra was introduced in [5] as a higher-dimensional generalization of cur-
rent algebras which appear in symmetries of chiral conformal field theory [12]. One of the
main results of [5] is that invariant polynimials of degree (d+ 1) on the Lie algebra g give
rise to nontrivial L∞ central extensions of this dg Lie algebra. The centrally extended al-
gebras provide higher-dimensional, or multivariate, generalizations of the famous affine
Kac–Moody algebras.

Tied to the usual affine Kac–Moody algebra is a well-known chiral (and vertex) alge-
bra. In fact, it is a special case of a general enveloping algebra construction of a chiral
algebra from any Lie⋆ algebra. The notion of a Lie⋆ algebra can be generalized to higher
dimensions. While we do not purse the construction here, we do expect a universal
enveloping-type construction which associates to such a higher-dimensional Lie⋆ alge-
bra a higher chiral algebra in the sense of this work. We leave this problem to future
work.

Instead, we will give a more direct interpretation of the higher-dimemnsional Kac–
Moody algebra in terms of its ”free field realization” using the higher Wick’s theorem of
the previous section.

Let V be a g-representation and consider the graded O-module

F = V∗ ⊕V ⊗ω[d− 1] = V∗ ⊗O ⊕V ⊗ω[d− 1]
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equipped with the obvious pairing in the sense of (3.1). (We will assume that V is an
ordinary vector space, rather than a graded one, for simplicity.) The free ghost chiral
algebra F associated to V, as defined in the previous section, can be identified, as graded
D-module, with

(3.5) F = Sym(V∨D ⊗ω−1 ⊕V[1− d]⊗ωD ⊗ω−1)⊗ω[d− 1].

The g-representation V defines the cochain map

ρ : g•d → (V∨ ⊗k V)⊗k A•d ⊂ hLie(F ) := (h ⊠ 1)
Ä

J2,•
Ad (F ⊠O)

ä
Proposition 3.10. The map ρ : g•d → hLie(F ) is a map of dg Lie algebras.

Proof. This follows from L∞-relations. We have

∑µ2 ◦µ2 (a1 ⊠ a2 ⊠ a3 ·α1∗α2∗α3∗) = µ3 (d(a1 ⊠ a2 ⊠ a3) ·α1∗α2∗α3∗) = 0.

□

Now, we move onto the central extension. Following [5], we consider the following
graded skew-symmetric functional γP :

(
g•d[1]

)⊗kd+1 → k

γP ((x0 ⊗ f0)⊗ (x1 ⊗ f1)⊗ · · · ⊗ (xd ⊗ fd)) = P(x0, . . . , xd) · Res ( f0 · ∂ f1 ∧ · · · ∧ ∂ fd) .

Here P is given by

P(x0, . . . , xd) =
1

(d + 1)! ∑
σ∈Sn+1

trV

Ä
xσ(0) · · · xσ(d)

ä
.

Where trV is the trace taken in the representation V.

Proposition 3.11. Define the map

γch :
Ä

J2,•
Ad (F ⊠O)[1]

ä⊗kd+1
→ k[zr]1≤r≤n

by sending ( f (z1, z)a1 ⊠ 1)⊗ · · · ⊗ ( f (zd+1, z)ad+1 ⊠ 1) to

Res (µd+1(a1 ⊠ · · ·⊠ ad+1) · f1(z1, z) · · · fd+1(zd+1, z))

whereµd+1 is the (d+ 1)st chiral operation underlyingF as defined in the previous section. Then
the cocycle γP defined in [5] is given by the composition γch ◦ ι.

Proof. The only Feynman graph which contributes non-trivially to the residue is the
wheel graph with (d + 1)-vertices, where there is a single Wick contraction between
neighboring vertices. In [12] we have evaluated the weight of this diagram in line with
the stated result. For another computation of the case when d = 2, see section 4.4. □
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3.4. Higher Virasoro structures. Let witt•d denote the Jouanolou model of the derived
global sections of the tangent sheaf on punctured affine space Åd. When d = 2, a two-
dimensional space of central extensions of witt•2 is studied in [21]; the resulting algebras
are higher-dimensional analogs of the ordinary Virasoro algebra. This two-dimensional
space is naturally identified with span of the universal characteristic classes c3

1, c1c2 ∈
H6(BU(2)). Here is an explicit construction of the Virasoro central extensions when d = 2
using chiral operations and a similar free-field realization as above.

Recall that witt•2 ≃ J•Å2 · ∂z1 ⊕ J•Å2 · ∂z2 . We take V = C · v to be a one-dimensional
vector space and denote F to be the corresponding free ghost chiral algebra defined by
(3.5). We construct the following map

ρvir : witt•2 → hLie(F ) := (h ⊠ 1)
Ä

J2,•
Ad (F ⊠O)

ä
defined by

ρvir(
2

∑
s=1

Ts(z)∂zs) =
2

∑
s=1

Ts(z− w) · (v∨ ⊗ ∂zs) · v ⊠ 1, Ts(z) ∈ J•Å2 .

Parallel to the previous section, we define

γvir : ∧3 witt•2 → C

by the formula

γvir(T1, T2, T3) := Res
Ä
µF3 (ρvir(T1)⊠ ρvir(T2)⊠ ρvir(T3))

ä
.

Using the explicit result in the next section, γvir can be computed explicitly.

Proposition 3.12. γvir is a cocycle and

γvir(T1, T2, T3) =
1

72
Res(div(T1) · ⟨∂T1, ∂T2⟩+ div(T2) · ⟨∂T1, ∂T2⟩+ div(T3) · ⟨∂T1, ∂T2⟩)

− 1
72

Res(div(T1) · ∂div(T2) · ∂div(T3)).

Here div(T) =
2
∑

s=1
∂zs Ts(z) is the divergence and

⟨T, R⟩ :=
2

∑
r=1

2

∑
s=1

∂zr Ts(z) · ∂zs Rr(z).

In the above, we extend ⟨−,−⟩ to one form valued vector field ∂T :=
2
∑

s=1
∂Ts(z)∂zs .

Proof. Direct computation by using the result in section 4.4. □
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Remark 3.13. This result is compatible with a local universal index theorem in the spirit
of [3]. Indeed, up to an overall factor, this central extension corresponds to the degree six
part of the universal Todd class Td6 = 1

24 c1c2 = 1
24 (c

3
1 − c1 ch2), where ch2 is the second

component of the universal Chern character.

ρvir(T1)

ρvir(T2)

ρvir(T2)

µF3 (ρvir(T1)⊠ ρvir(T2)⊠ ρvir(T3))

Res(−)

FIGURE 1. Virasoro central extension via the chiral operation

Remark 3.14. More generally, in dimension d, we expect an isomorphism H2d+2(BU(d)) ∼=
H2

Lie(wittd). Thus, we conjecture a complete characterization of central extensions of the
d-dimensional Witt algebra in terms of universal characteristic classes.

4. THE UNIT CHIRAL ALGEBRA IN A2 IN DETAIL

In this section we unpack the two-dimensional chiral operations in greater detail. For
simplicity, we denote by µk the k-ary chiral operation for the unit chiral algebra ωA2 [1]
as defined in section 2.4. We will assume that k = C in this section. However, the main
theorem (Theorem 4.13) works for the general ground field k if one accepts the existence
of a unit chiral algebra over k.
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4.1. The propagator. First, we begin with the definition.

Definition 4.1. The propagator P12 is an element of J{1,2}
A2 , which is given by

P12 = x1
12dx2

12 − x2
12dx1

12.

From now on, we will use the notation

( f |g) = f 1g1 + f 2g2, f ∧ g = f 1g2 − f 2g1

for variables f , g with superscript 1, 2. For variables (λ1, λ2), (x1, x2), (z1, z2), we define
the antisymmetric symbols

λ ∧ z = λ1z2 − λ2z1 = z2λ1 − z1λ2 = −z ∧ λ

and

λ ∧ x = λ1x2 − λ2x1 = x2λ1 + x1x2 − x1λ2 − x1x2 = −x ∧ λ.

We will denote by dz♦i , i ∈ I the shifted top form

dz♦i = dz1
i ∧ dz2

i [1], dz♦I := ⊠i∈Idz♦i .

Our first result is the simplest nontrivial computation of the chiral two-ary operation.

Proposition 4.2. We have the following identity:

µ2(P12dz♦1 ⊠ dz♦2 ) = dz♦.

Proof. Note P12 contains two terms. We first find the Feynman graphs which correspond
to these two monomials. Let Γ⃗ be the directed graph constructed as follows:

• Γ⃗0 = {1, 2} and Γ⃗1 = {e1, e2}.
• t(e1) = t(e2) = 1 and h(e1) = h(e2) = 2.

We consider two Feynman graphs (⃗Γ , m1, 2) and (⃗Γ , m2, 2), where m1 and m2 is defined
by m1(e1) = 1, m1(e2) = 2.

m2(e1) = 2, m2(e2) = 1.

Then we have p(⃗Γ ,m1 ,2) = x1
12dx2

12 and p(⃗Γ ,m2 ,2) = x2
12dx1

12. The graphical Green’s function
is: d−1

Γ⃗
(t)e11 =

te2
te1+te2

,

d−1
Γ⃗
(t)e21 =

te1
te1+te2

.
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By proposition 2.15, we have

µ2(p(⃗Γ ,m1 ,2)dz♦1 ⊠ dz♦2 )

=

Å∫
S+((0,+∞)Γ⃗1 )

ιd2 z̃1d2 ¯̃z1

◦(−dŷ1
e1
) ◦ (−(

2

∑
s=1

(∂λs
e2
+ z̃s

e2
) ◦ dŷs

e2
) ◦ dŷ2

e2
)(d2z1 ⊠ d2z2)

å∣∣∣∣∣
z̃1=0,z̃2=w

=

Å∫
S+((0,+∞)Γ⃗1 )

te1

te1 + te2

Å
te1

te1 + te2

d(
te2

te1 + te2

)− te2

te1 + te2

d(
te1

te1 + te2

)

ãã
d2w.

Similarly, we have

µ2(−p(⃗Γ ,m2 ,2)dz♦1 ⊠ dz♦2 )

=

Å∫
S+((0,+∞)Γ⃗1 )

te2

te1 + te2

Å
te1

te1 + te2

d(
te2

te1 + te2

)− te2

te1 + te2

d(
te1

te1 + te2

)

ãã
d2w.

Combining these computations, and using proposition 2.17, we can get

µ2(P12dz♦1 ⊠ dz♦2 )

=

Å∫
S+((0,+∞)Γ⃗1 )

Å
te1

te1 + te2

d(
te2

te1 + te2

)− te2

te1 + te2

d(
te1

te1 + te2

)

ãã
d2w

=

Ç∫
{(te1 ,te2 )∈(0,+∞)2|te1+te2=1}

Å
te1

te1 + te2

d(
te2

te1 + te2

)− te2

te1 + te2

d(
te1

te1 + te2

)

ãå
d2w

The integral above produces 1, as desired. □

Remark 4.3. This element is closed. In fact, any closed 2-operation is a multiple of µ2.

4.2. Residues as two-ary chiral operations. Our next result is to compute the value of
the two-ary chiral operation on arbitrary derivatives of the propagator. To do this, we will
introduce a generating function expression for derivatives of the propagator P12. Instead
an explicit Feynman diagram calculation, we will characterize the expression by using
the D-module relations (together with the computation from the previous section).

Introduce new formal variables z12 = (z1
12, z2

12) and form the generating series

P12(z12) := ∑
r,s≥0

1
r!s!

(∂z1
1
)r(∂zs

1
)sP12(z

1
12)

r(z2
12)

s.

Lemma 4.4. We have

P12(z12) =
P12

(1 + (x12|z12))
2 , xs

12(z12) =
xs

12
1 + (x12|z12)

, s = 1, 2.

The above equalities are understood as power series expansion of z12.
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Proof. From proposition 1.2, we have

(−xi1
12) · · · (−xik

12) ·P12 =
∂

zi1
1
· · · ∂

z
ik
1

P12

(k + 1)!
, (−xi1

12) · · · (−xik
12) · x

s
12 =

∂
zi1

1
· · · ∂

z
ik
1

xs
12

k!
, s = 1, 2

and the lemma follows. □

Proposition 4.5. We have the following explicit formula for µ2

µ2

Ä
P12(z12) · dz♦1 ⊠ dz♦2

ä
= dz♦ ⊗ e−(λ1|z12).

Proof. We only need to determine the value of

µ2

Ä
(x1

12)
m1 · (x2

12)
m2 dx1

12 · dz♦1 ⊠ dz♦2
ä

, m1, m2 ≥ 1

Note that

∂z1
1

Ä
(x1

12)
m1−1 · (x2

12)
m2 dx1

12

ä
= (−(m1 − 1)−m2 − 2) · (x1

12)
m1 · (x2

12)
m2 dx1

12.

We find

(x1
12)

m1 · (x2
12)

m2 dx1
12 =

−1
m1 + m2 + 1

· · · −1
m2 + 1

∂
m
1

Ä
(x2

12)
m2 dx1

12

ä
.

If m2 > 1, we can further reduce µ2
(
(x2

12)
m2 dx1

12
)

to −m2 · µ2
(
x1

12 · (x2
12)

m2−1dx2
12
)
. Re-

peat the same calculation, we have

∂z2
1

Ä
x1

12 · (x2
12)

m2−2dx2
12

ä
= (−1−m2 + 2− 2) ·

Ä
x1

12 · (x2
12)

m2−1dx2
12

ä
.

Thus Ä
x1

12 · (x2
12)

m2−1dx2
12

ä
=
−1

m2 + 1
· · · −1

3
∂

m2−1
z2

1

Ä
x1

12 · dx2
12

ä
.

□

Proposition 4.6 (Arnold relation).

P12P13 + P12P23 + P13P23 = d (P13 · x12 ∧ x23 + P12 · x13 ∧ x23 + P23 · x12 ∧ x13)

Proof.

P12P13 = P12P13(x1
23z1

23 + x2
23z2

23)

= P12P13

Ä
x1

23(z1
13 − z1

12) + x2
23(z1

13 − z1
12)
ä

= P13 · dx12 ∧ x23 + P12 · dx13 ∧ x23.

□
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Corollary 4.7.

P12P13P23 = d (P23P13 · x12 ∧ x23 + P23P12 · x13 ∧ x23) .

Remark 4.8. The (derived) Arnold relation holds for general Cn, n ≥ 2 as well. This is

proved in [6] for the polysimplicial model. To compare, one can replace xl
i j with

ul
i j

zl
i j

to

obtain the Arnold relation in the Jouanolou model.

4.3. Formulas for chiral operations. In section 2, we constructed a series of chiral oper-
ations using Feynman integrals and show that they satisfy a L∞-relation–this was pre-
cisely the L∞ relations underlying the unit chiral algebra on Ad. In the case of A2, the
L∞-relation puts a very strong constraint on the chiral operations and sometimes can
sometimes completely fix them. In this section, we derive recursive formulas for chiral
operations purely from the L∞-relation and find a perfect match with numerous calcula-
tions that have appeared in the work of physics [4].

4.3.1. Recursive formula for Type 1 Laman graphs. For the standard graph terminology used
in this section we refer the reader to [9]. Here we change our convention of graphs used
in section 2, now a graph Γ is simply a pair Γ = (V(Γ), E(Γ)) of vertices and edges (we do
not allow multiple edges between two vertices anymore).

Definition 4.9 (Laman). Let Γ = (V(Γ), E(Γ)) be a graph with vertices V(Γ) and edges
E(Γ). We say Γ is a Laman graph if |E(Γ)| = 2|V(Γ)| − 3 and |E(Γ ′)| ≤ 2|V(Γ ′)| − 3 for
every subgraph Γ ′ of Γ .

Remark 4.10. When d = 2, the concept of Laman graph originate from Laman’s charac-
terization of generic rigidity of graphs embeded in two dimensional real linear space (see
[15]). Our definition appears in [4].

Starting with a single edge, a Laman graph can be constructed by a sequence of the
following two types of Henneberg operations (see Fig. 2):

• Henneberg I: the new vertex is connected via two new edges to two old vertices.
• Henneberg II: remove an edge and add a new vertex connected to its two end-

points and to some other vertex.

In this section we consider the following variant of Henneberg I.

Definition 4.11 (Henneberg I’). We define the following type operation:

• Henneberg I’: the new vertex is connected via two new edges to two old vertices
which are end points of an old edge.
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Henneberg I Henneberg II

FIGURE 2. Two types of Henneberg operations

See Fig. 3.

FIGURE 3. Henneberg I’ operation

We will mainly focus on a special class of Laman graphs which we call Type I’.

Definition 4.12 (Type I’ Laman graphs). A Laman graph is called Type I’ if it can be
constructed by a sequence of Henneberg I’ operations.

Suppose Γ is a Type I’ Laman graph. We fix a vertex o ∈ V(Γ) and an edge e = [ov] ∈
E(Γ). Then, Γ can be constructed by a following sequence of Hennerberg operations

HΓ (o, e) = [(e0 = e, v1), (e1, v2), . . . , (ek−1, vk)].

Here, the vertex set of the graph is V(Γ) = {o, v, v1, . . . , vk}. From the edge e0 = e =

[ov] we add a new vertex v1 and draw two edges connecting v1 and o, v. Repeating, at
the ith stage we add a new vertex vi and choose an edge ei−1 of the graph (we allow
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ei−1 = ei′ , i′ < i− 1) and then connect vi and the vertices of ei−1 by two edges. This can
be illustrated by the picture as follows.

o

v
v1

e

v2

e1 = e2

v3

o

v
v1

e

v2

e1 = e2

v3

e3
v4

(e3, v4)

FIGURE 4.

A Type I’ Laman graph can be constructed from different sequences of Hennerberg
moves HΓ (o, e), H′Γ (o, e) starting from o, e. Using the Arnold relation, we can show WΓ is
exact in the Jouanolou model and thus by the L∞-relation for chiral operations we reduce
to the chiral operation for small graphs. The Type I’ condition ensure that the smaller
graphs are still Type I’ Laman. In this section, we will give the detailed construction of
this outline thus providing an explicit recursive formula for the chiral operation on Type
I’ Laman graphs.

Theorem 4.13. Given a Type I’ Laman graph Γ and a sequence of Henneberg I’ operations
HΓ (o, e) which constructs Γ , there are polynomial functions

{ f Γ ,HΓ (o,e)
v,⃗e }v∈V(Γ)−{o} ∈ C[rk, sk]k=1,...,|V(Γ)|−2, Gr,s

Γ ,HΓ (o,e) ∈ C[rk, sk, λl
i ]

i∈V(Γ)−{o},l=1,2
k=1,...,|V(Γ)|−2 ,

such that

µV(Γ) (WΓ (z⃗e)) =
∫
([0,1]×[0,1])|HΓ (o,e)|

eWr,s
Γ ,HΓ (o,e) ·Gr,s

Γ ,HΓ (o,e) ·
∧

k=1,...,|HΓ (o,e)|
(drk ∧ dsk)

where

Wr,s
Γ ,H(o,e) = Wr,s

Γ ,H(o,e)(λ; z⃗e) := ∑
v∈V(Γ)−{o}

(λv| ∑
e∈E(Γ)

f Γ ,HΓ (o,e)
v,⃗e z⃗e).

We can construct a new graph Γ ⋆ using a Henneberg I’ operations HΓ ⋆(o, e) = [HΓ (o, e), (e▷, ⋆)].
Then we have the following recursive formulas for µV(Γ ⋆) (WΓ ⋆(z⃗e)):
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1) If ⋆ is connected to i, j (i.e., e⃗▷ = i j), then we introduce new variables

z▷i j = zi j + (1− r⋆)(z⋆ j − z⋆i − zi j),

z▷e⃗ = z⃗e, if e⃗ ̸= i j,

λ▷i = λi + (1− s⋆)λ⋆,

λ▷j = λ j + s⋆λ⋆,

λ▷v = λv, if v ̸= i, j.

Wr,s
Γ ⋆ ,HΓ⋆ (o,e) = Wr,s

Γ ,H(o,e)(λ
▷; z▷e⃗ )−

(
λ⋆|(1− s⋆)z⋆i + s⋆z⋆ j

)
= ∑

v∈V(Γ)−o
(λ▷v | ∑

e∈E(Γ)
f HΓ

v,⃗e z
▷
e⃗ )−

(
λ⋆|(1− s⋆)z⋆i + s⋆z⋆ j

)
.

Gr,s
Γ ⋆ ,HΓ⋆ (o,e) =

Ä
∂zi j W

r,s
Γ ,HΓ (o,e)(λ; z⃗e) ∧ λ⋆

ä
· r⋆ ·Gr,s

Γ ,HΓ (o,e)(λ
▷)

=
Ä

∂zi j W
r,s
Γ ,HΓ (o,e)(λ; z⃗e) ∧ λ⋆

ä
· r⋆ ·Gr,s

Γ ,HΓ (o,e)(λ1, . . . , λi + (1− s⋆)λ⋆, . . . , λ j + s⋆λ⋆, . . . , λn)·

1)If ⋆ is connected to i, o (i.e., e⃗▷ = io), then we introduce new variables
z▷io = zio + (1− r⋆)(z⋆o − z⋆i − zio),

z▷e⃗ = z⃗e, if e⃗ ̸= io,

λ▷i = λi + (1− s⋆)λ⋆,

λ▷v = λv, if v ̸= i.

Wr,s
Γ ⋆ ,HΓ⋆ (o,e) = Wr,s

Γ ,H(o,e)(λ
▷; z▷e⃗ )− (λ⋆|(1− s⋆)z⋆i + s⋆z⋆o)

= ∑
v∈V(Γ)−o

(λ▷v | ∑
e∈E(Γ)

f HΓ

v,⃗e z
▷
e⃗ )− (λ⋆|(1− s⋆)z⋆i + s⋆z⋆o) .

Gr,s
Γ ⋆ ,HΓ⋆ (o,e) =

Ä
∂zio Wr,s

Γ ,HΓ (o,e)(λ; z⃗e) ∧ λ⋆
ä
· r⋆ ·Gr,s

Γ ,HΓ (o,e)(λ
▷)

=
Ä

∂zio Wr,s
Γ ,HΓ (o,e)(λ; z⃗e) ∧ λ⋆

ä
· r⋆ ·Gr,s

Γ ,HΓ (o,e)(λ1, . . . , λi + (1− s⋆)λ⋆, . . . , λn)·

Remark 4.14. The parameters r and s here are closely related to the Schwinger parameters
in the previous section. However, the precise relation is complicated, which we left to
future investigation.

Using the above formula, we can write the formulas for some loop diagrams and match
with results in [4]. The remarkable thing is that, the chiral operation on Type I’ Laman
graph is completely constrained by the L∞-relations and can be solved recursively with-
out knowing Feynman integrals. In other words, the recursive formula gives another way
to compute the complicated Feynman integrals. We provide some explicit examples.
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o

e

o

2

e

(e, 2)1 1

FIGURE 5.

4.4. Example: one-loop diagrams. We start from

W (λ; z⃗e) = −(λ1|z1o).

By the recursive formula, we have

W (λ; z⃗e) = −(λ▷1 |z▷1o)− (1− s2) (λ2|z21)− s2 (λ2|z2o)

= − (λ1 + (1− s2)λ2|z1o + (1− r2)(z2o − z21 − z1o))− (1− s2) (λ2|z21)− s2 (λ2|z2o)

= − (λ1|z1o)− (λ1|(1− r2)(z2o − z21 − z1o))− ((1− s2)λ2|(1− r2)(z2o − z21 − z1o))

− ((1− s2)λ2|z1o)− (1− s2) (λ2|z21)− s2 (λ2|z2o)

= −(λ1|z1o)− (λ2|z2o)− (1− r2) (λ1|z2o − z21 − z1o) + r2(1− s2) (λ2|z2o − z21 − z1o) ,

G = r2 · (∂z1o W ) ∧ λ2 = r2 · λ1 ∧ λ2.

The 3-operation is given by the formula

µ{o,1,2}
Ä

P1o(z1o)P12(z12)P2o(z2o)dz♦{o,1,2}

ä
=
∫
[0,1]×[0,1]

e
W (λ;z⃗e)

·G · dr2ds2 · dz♦o

= −e−(λ2|z2o)−(λ1|z1o) · λ1 ∧ λ2

Ç
1

(λ1|z)(λ2|z)
− e−(λ1|z)

(λ1|z)((λ1 + λ2)|z)
− e(λ2|z)

(λ2|z)((λ1 + λ2)|z)

å
· dz♦o

= −e−(λ2|z2o)−(λ1|z1o) · λ1 ∧ λ2 ·
∫

l1+l2≤1
e−l1(λ1|z)+l2(λ2|z)dl1dl2 · dz♦o ,

where z = z2o − z21 − z1o.
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o

2

e

([2o], 3)
1

o

2

e

1

3

FIGURE 6.

4.5. Example: two-loop diagrams. Now, we start from the expression

W = W (λ▷; z▷e⃗ )− (λ3|(1− s3)z32 + s3z3o)

= −(λ1|z1o)− (λ2|z2o)− (λ3|z3o) +
Ä
λ1| − (1− r2)z[21o] − (1− r3)(1− r2)z[32o]

ä
+
Ä
λ2|(1− r3)(r2(1− s2)− 1)z[32o] + r2(1− s2)z[21o]

ä
+
Ä
λ3|r2(1− s2)(1− s3)z[21o] + (1− s3)(1− (1− r3)(1− r2(1− s2)))z[32o]

ä
Here, we have defined the loop momentum z[21o] = z21 − z2o − z1o, for example.

G = (∂z2o W ) ∧ λ3 · r3 ·G (λ▷)

= − (((1− r2)λ1 + (1− r2(1− s2))λ2) ∧ λ3) · r3r2 · (λ1 ∧ (λ2 + (1− s3)λ3))

We have the following result

µ{o,1,2,3}
Ä

P3o(z3o)P32(z32)P1o(z1o)P12(z12)P2o(z2o)dz♦{o,1,2,3}

ä
=
∫
([0,1]×[0,1])2

e
W

·G · dr2ds2dr3ds3 · dz♦o .

In particular, the constant term (when z⃗e = 0) is

µ{o,1,2,3}
Ä

P3oP32P1oP12P2odz♦{o,1,2,3}

ä
=
∫
([0,1]×[0,1])2

G · dr2ds2dr3ds3 · dz♦o

=
1

24
(λ1 ∧ (λ3 + 2λ2)) · (λ3 ∧ (λ1 + 2λ2)) · dz♦o .
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FIGURE 7.

4.6. Example: 3-loop diagrams. By the same but tedious computation, one can obtain
the formula for W . Here we only compute G . We have

G = r4 ·G (λ▷) · (∂z3o W ) ∧ λ4

= −r4r3r2 · (((1− r2)λ1 + (1− r2(1− s2))λ2) ∧ (λ3 + (1− s4)λ4))

· (λ1 ∧ (λ2 + (1− s3)λ3 + (1− s3)(1− s4)λ4))

· ((1− r3)(1− r2)λ1 − (1− r3)(r2(1− s2)− 1)λ2 + (s3 + (1− s3)(1− r3)(1− r2(1− s2)))λ3) ∧ λ4

The constant term (when z⃗e = 0) is

µ{o,1,2,3,4}
Ä

P4oP43P3oP32P1oP12P2odz♦{o,1,2,3,4}

ä
=
∫
([0,1]×[0,1])3

G · dr2ds2dr3ds3dr4ds4 · dz♦o

= F(λ1, λ2, λ3, λ4) · dz♦o .

The polynomial F(λ1, λ2, λ3, λ4) can be computed using computer and matches the com-
putation in [4].

4.7. Proof of theorem 4.13. Now we turn to the proof of theorem 4.13. To begin, we start
with the following lemma.

Lemma 4.15. We have the following integral formula for the product of derivatives of xi
12(z) and

P12(w)

G(∂z1
1
, ∂z2

1
)xi

12(z) ·
Ä

F(∂z1
1
, ∂z2

1
) · P12(w)

ä
= G(∂z1 , ∂z2)F(∂w1 , ∂w2)(−∂wi)

∫ 1

0
P12 ((1− s)z+ sw) ds

=
∫ 1

0
G
Ä
(1− s)∂z1

1
, (1− s)∂z2

1

ä
F
Ä

s∂z1
1
, s∂z2

1

ä
(−s∂zi

1
)P12 ((1− s)z+ sw) ds,

where F, G are arbitrary polynomials in two variables.
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Proof. The lemma follows from the following direct computation

G(∂z1
1
, ∂z2

1
)xi

12(z) ·
Ä

F(∂z1
1
, ∂z2

1
) · P12(w)

ä
= G(∂z1 , ∂z2)F(∂w1 , ∂w2)

Ä
xi

12(z)P12(w)
ä

= G(∂z1 , ∂z2)F(∂w1 , ∂w2)

Ç
xi

12(z)P12(z)

(1 + (x12(z)|w− z))2

å
= G(∂z1 , ∂z2)F(∂w1 , ∂w2)

∞
∑

m=0
(−x12(z)|w− z)m(m + 1)xi

12(z)P12(z)

= G(∂z1 , ∂z2)F(∂w1 , ∂w2)
∞
∑

m=0
(∂z1 |w− z)m

−∂z1
1
P12(z)

m! · (m + 2)

= G(∂z1 , ∂z2)F(∂w1 , ∂w2)
∫ 1

0
es(∂z1 |w−z)s · (−∂zi

1
)P12(z)ds

= G(∂z1 , ∂z2)F(∂w1 , ∂w2)(−∂wi)
∫ 1

0
P12 ((1− s)z+ sw) ds

=
∫ 1

0
G
Ä
(1− s)∂z1

1
, (1− s)∂z2

1

ä
F
Ä

s∂z1
1
, s∂z2

1

ä
(−s∂zi

1
)P12 ((1− s)z+ sw) ds.

□

The next lemma is an immediate consequence of the above formula. It relates the
weights of Feynman diagrams when one modifies an edge by multiplying by a coordinate
function.

Lemma 4.16. Suppose that we have a graph with vertices {o, 1, . . . , n} and let i, j ∈ {o, 1, . . . , n}
be vertices such that (i, j) ∈ EΓ is an edge. Then

µ{o,1,...,n}
Ä

WΓ (ze) · xl
i j

ä
= −∂zl

i j

∫ 1

0
F(λ1, . . . , λn; . . . , rzi j, . . . )dr,

where F(λ1, . . . , λn; ze) := µ{o,1,...,n} (WΓ (ze))

z jzi

· · ·

xl
i jPi j(zi j)

FIGURE 8.
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Proof. Using Lemma 4.15, we have

xl
i jPi j(zi j) = −∂zl

i j

∫ 1

0
Pi j(rzi j)dr.

Then

µ{o,1,...,n}
Ä

WΓ (ze) · xl
i j

ä
= µ{o,1,...,n}

Å
−∂zl

i j

∫ 1

0
WΓ (. . . , rzi j, . . . )dr

ã
= −∂zl

i j

∫ 1

0
µ{o,1,...,n}

(
WΓ (. . . , rzi j, . . . )

)
dr

= −∂zl
i j

∫ 1

0
F(λ1, . . . , λn; . . . , rzi j, . . . )dr.

□

Lemma 4.17. Suppose that we have a graph with vertices {o, 1, . . . , n} and i, j ∈ {o, 1, . . . , n}
such that (i, j) ∈ EΓ . Set µ{o,1,...,n} (α) = Fα(λ). Then

µ{⋆,•} ◦µ{o,1,...,n}
Ä
α · xl

⋆iP⋆ j

ä
=
∫ 1

0
Fα(λ1, . . . , λi +(1− s⋆)λ⋆, . . . , λ j + s⋆λ⋆, λn; ze) · s⋆λl

⋆ds⋆

µ{⋆,•} ◦µ{o,1,...,n}
Ä
α · xl

⋆ jP⋆i

ä
=
∫ 1

0
Fα(λ1, . . . , λi +(1− s⋆)λ⋆, . . . , λ j + s⋆λ⋆, λn; ze) · (1− s⋆)λl

⋆ds⋆

Similarly, if ⋆ is joint with (o, i) ∈ EΓ , then

µ{⋆,•} ◦µ{o,1,...,n}
Ä
α · xl

⋆iP⋆o
ä
=
∫ 1

0
Fα(λ1, . . . , λi + (1− s⋆)λ⋆, . . . , λn; ze) · s⋆λl

⋆ds⋆

µ{⋆,•} ◦µ{o,1,...,n}
Ä
α · xl

⋆oP⋆i

ä
=
∫ 1

0
Fα(λ1, . . . , λi + (1− s⋆)λ⋆, . . . , λn; ze) · (1− s⋆)λl

⋆ds⋆

See Fig. 9 for an illustration of µ{⋆,•} ◦µ{o,1,...,n}
(
α · xl

⋆iP⋆ j
)
.

Proof. Write
µ{o,1,...,n} (α) = Fα(λ) = ∑ G(λi)H(λ j),

where we formally separate the variables λi, λ j. Then

µ{⋆,•} ◦µ{o,1,...,n}
Ä
α · xl

⋆iP⋆ j

ä
= µ{⋆,•}

Ä
∑ G(λi − ∂z⋆)xl

⋆• · H(λ j − ∂z⋆)P⋆•
ä

= µ{⋆,•}

Å∫ 1

0
∑ G(λi − (1− s)∂z⋆)H(λ j − s∂z⋆)(−s∂zl

⋆
)P⋆•ds

ã
using Lemma 4.15

=
∫ 1

0
∑ G(λi + (1− s)λ⋆)H(λ j + sλ⋆)(sλl

⋆)ds

=
∫ 1

0
Fα(λ1, . . . , λi + (1− s⋆)λ⋆, . . . , λ j + s⋆λ⋆, λn; ze) · (s⋆λl

⋆)ds⋆.

□

Now we are ready to prove theorem 4.13.
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z⋆

z jzi

· · ·

xl
⋆i

P⋆ j

z⋆

z jzi

· · ·

xl
⋆i

P⋆ j

z⋆

z jzi· · ·

xl
⋆i P⋆ j

FIGURE 9. µ{⋆,•} ◦µ{o,1,...,n}
(
α · xl

⋆iP⋆ j
)

Proof. We will only prove the formula in the case when ⋆ is joint with i, j ∈ V(Γ)− {o} as
the proof for the other case is similar. We first notice that

µ{o,1,...,n,⋆} (WΓ ⋆(ze)) = µ{o,1,...,n,⋆}
(
WΓ (ze) · P⋆i(z⋆i)P⋆ j(z⋆ j)

)
= µ{o,1,...,n,⋆}

(
WΓ (z̃e) · P⋆iP⋆ j

)
· e(λi |zi⋆)+(λ j|z j⋆)

here


z̃e = ze + z⋆i, if i ∈ V(e), e ̸= i j,

z̃e = ze + z⋆ j, if j ∈ V(e), e ̸= i j,

z̃e = ze − z⋆i − z⋆ j, if e = i j,

z̃e = ze, otherwise.

Using Lemma 4.7, we have

P⋆iP⋆ jPi j(z̃i j) = d
(
Pi j(z̃i j)P⋆ j · x⋆i ∧ xi j + Pi j(z̃i j)P⋆i · x⋆ j ∧ xi j

)
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z⋆

z jzi

· · ·

Pi j(zi j)

= d(

z⋆

z jzi

· · ·

x1
i jPi j(zi j)

P⋆i P⋆ j
x2
⋆i

P⋆ j

+

z⋆

z jzi

· · ·

x2
i jPi j(zi j)

x1
⋆i

P⋆ j

−

z⋆

z jzi

· · ·

x1
i jPi j(zi j)

x2
⋆ jP⋆i

−

z⋆

z jzi

· · ·

x2
i jPi j(zi j)

x1
⋆ jP⋆i

)

FIGURE 10. WΓ (z̃e) · P⋆iP⋆ j is exact by the Arnold relation

Substituting this into µ{o,1,...,n,⋆}
(
WΓ (z̃e) · P⋆iP⋆ j

)
, we obtain (see Fig. 10 and Fig. 11)

µ{o,1,...,n,⋆}
(
WΓ (z̃e) · P⋆iP⋆ j

)
= µ{o,1,...,n,⋆}

(
d
(
WΓ (z̃e)P⋆ j · x⋆i ∧ xi j + WΓ (z̃e)P⋆i · x⋆ j ∧ xi j

))
= µ{⋆,•} ◦µ{o,1,...,n}

(
WΓ (z̃e) · (xi j ∧ x⋆ j)P⋆i

)
+µ{⋆,•} ◦µ{1...n}

(
WΓ (z̃e) · (xi j ∧ x⋆i)P⋆ j

)
+µ{o,1,...,n} ◦µ{⋆,i}

(
WΓ (z̃e) · (xi j ∧ x⋆ j)P⋆i

)︸ ︷︷ ︸
=0

+µ{o,1,...,n} ◦µ{⋆, j}
(
WΓ (z̃e) · (xi j ∧ x⋆i)P⋆ j

)︸ ︷︷ ︸
=0

.

We will prove a stronger statement by induction. In fact, we will prove that

∑
e⃗,v∈⃗e

∂z⃗e W
r,s
Γ ,HΓ (o,e) = −λv.
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= 0

z⋆

z jzi

· · ·

x1
i jPi j(zi j)

x2
⋆i

P⋆ j

+

z⋆

z jzi

· · ·

x2
i jPi j(zi j)

x1
⋆i

P⋆ j

z⋆

z jzi

· · ·

x1
i jPi j(zi j)

x2
⋆ j

P⋆i

+ = 0

z⋆

z jzi

· · ·

x2
i jPi j(zi j)

x1
⋆ j

P⋆i

FIGURE 11. Some cancellations

Assume the above is true for HΓ (o, e), we have

Wr,s
Γ ,HΓ (o,e)(λ; . . . , r⋆z̃i j, . . . )

= Wr,s
Γ ,HΓ (o,e)(λ; z̃⃗e)− (1− r⋆)

Ä
∂zi j W

r,s
Γ ,H(o,e)(λ; z⃗e)|z̃i j

ä
= Wr,s

Γ ,HΓ (o,e) +

(
∑

e⃗,i∈⃗e
∂z⃗e W

r,s
Γ ,HΓ (o,e)|z⋆i

)
+

(
∑

e⃗, j∈⃗e
∂z⃗e W

r,s
Γ ,HΓ (o,e)|z⋆ j

)
+ (1− r⋆)

Ä
∂zi j W

r,s
Γ ,HΓ (o,e)|z⋆ j − z⋆i − zi j

ä
= Wr,s

Γ ,HΓ (o,e) − (λi|z⋆i)−
(
λ j|z⋆ j

)
+ (1− r⋆)

Ä
∂zi j W

r,s
Γ ,HΓ (o,e)|z⋆ j − z⋆i − zi j

ä
= Wr,s

Γ ,HΓ (o,e)(λ; z▷e⃗ )− (λi|z⋆i)−
(
λ j|z⋆ j

)
.
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For simplicity of notation, we write
∫
2HΓ (o,e)

instead of
∫
([0,1]×[0,1])|HΓ (o,e)|

∧
k=1,...,|HΓ (o,e)|(drk ∧

dsk). By Lemma 4.16, we have (for l = 1, 2)

µ{o,1,...,n}
Ä

WΓ (z̃e) · xs
i j

ä
= −∂z̃l

i j

∫ 1

0

∫
2HΓ (o,e)

eWr,s
Γ ,H(o,e)(λ;...,r⋆ z̃i j ,... ) ·Gr,s

Γ ,HΓ (o,e) · dr⋆

= −
∫ 1

0

∫
2HΓ (o,e)

eWr,s
Γ ,H(o,e)(λ;...,r⋆ z̃i j ,... )

∂zl
i j
Wr,s

Γ ,H(o,e) ·G
r,s
Γ ,HΓ (o,e) · r⋆dr⋆

= −
∫ 1

0

∫
2HΓ (o,e)

eWr,s
Γ ,H(o,e)(λ;z▷e⃗ )−(λi |z⋆i)−(λ j|z⋆ j) ·Gr,s

Γ ,HΓ (o,e) · ∂zl
i j
Wr,s

Γ ,HΓ (o,e) · r⋆dr⋆.

Now we Lemma 4.17 to get

µ{⋆,•} ◦µ{o,1,...,n}
(
WΓ (z̃e) · (xi j ∧ x⋆i)P⋆ j

)
=
∫ 1

0

∫ 1

0

∫
2HΓ (o,e)

eWr,s
Γ ,HΓ (o,e)(λ

▷ ;z▷e⃗ )−(λ
▷
i |z⋆i)−(λ▷j |z⋆ j) ·Gr,s

Γ ,HΓ (o,e)(λ
▷) ·
Ä

∂zi j W
r,s
Γ ,HΓ (o,e)(λ

▷) ∧ λ⋆
ä
· r⋆s⋆dr⋆ ∧ ds⋆

=
∫
([0,1]×[0,1])|HΓ (o,e)|+1

eWr,s
Γ ,HΓ (o,e)(λ

▷ ;z▷e⃗ )−(λi |z⋆i)−(λ j|z⋆ j)−((1−s⋆)z⋆i+s⋆z⋆ j|λ⋆) ·
Ä

∂zi j W
r,s
Γ ,HΓ (o,e) ∧ λ⋆

ä
· r⋆ · s⋆

·Gr,s
Γ ,HΓ (o,e)(λ1, . . . , λi + (1− s⋆)λ⋆, . . . , λ j + s⋆λ⋆, . . . , λn) · (dr⋆ ∧ ds⋆) ·

∧
k=1,...,|HΓ (o,e)|

(drk ∧ dsk)

Here we use ∂zi j W
r,s
Γ ,HΓ (o,e)(λ

▷)∧ λ⋆ = ∂zi j W
r,s
Γ ,HΓ (o,e)(λ)∧ λ⋆ as ∂zi j W

r,s
Γ ,HΓ (o,e) is a linear func-

tion in λ. Similarly, we have

µ{⋆,•} ◦µ{o,1,...,n}
(
WΓ (ze) · (xi j ∧ x⋆ j)P⋆i

)
=
∫
([0,1]×[0,1])|HΓ (o,e)|+1

eWr,s
Γ ,HΓ (o,e)(λ

▷ ;z▷e⃗ )−(λi |z⋆i)−(λ j|z⋆ j)−((1−s⋆)z⋆i+s⋆z⋆ j|λ⋆) ·
Ä

∂zi j W
r,s
Γ ,HΓ (o,e) ∧ λ⋆

ä
· r⋆ · (1− s⋆)

·Gr,s
Γ ,HΓ (o,e)(λ1, . . . , λi + (1− s⋆)λ⋆, . . . , λ j + s⋆λ⋆, . . . , λn) · (dr⋆ ∧ ds⋆) ·

∧
k=1,...,|HΓ (o,e)|

(drk ∧ dsk).

We get the final expression

µ{o,1,...,n,⋆} (WΓ ⋆(ze))

= µ{o,1,...,n,⋆}
(
WΓ (z̃e) · P⋆iP⋆ j

)
· e(λi |zi⋆)+(λ j|z j⋆)

=
Ä
µ{⋆,•} ◦µ{o,1,...,n}

(
WΓ (ze) · (xi j ∧ x⋆ j)P⋆i

)
+µ{⋆,•} ◦µ{o,1,...,n}

(
WΓ (ze) · (xi j ∧ x⋆i)P⋆ j

)ä
· e(λi |zi⋆)+(λ j|z j⋆)

=
∫
([0,1]×[0,1])|HΓ (o,e)|+1

eWr,s
Γ ,HΓ (o,e)(λ

▷ ;z▷e⃗ )−((1−s⋆)z⋆i+s⋆z⋆ j|λ⋆) ·
Ä

∂zi j W
r,s
Γ ,HΓ (o,e) ∧ λ⋆

ä
· r⋆

·Gr,s
Γ ,HΓ (o,e)(λ1, . . . , λi + (1− s⋆)λ⋆, . . . , λ j + s⋆λ⋆, . . . , λn) · (dr⋆ ∧ ds⋆) ·

∧
k=1,...,|HΓ (o,e)|

(drk ∧ dsk)
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We finish the induction step by showing that

∑
e⃗∈E(Γ ⋆),i∈⃗e

∂z⃗e W
r,s
Γ ⋆ ,HΓ⋆ (o,e) = −λi, ∑

e⃗∈E(Γ ⋆), j∈⃗e
∂z⃗e W

r,s
Γ ⋆ ,HΓ⋆ (o,e) = −λ j, ∑

e⃗∈E(Γ ⋆),⋆∈⃗e
∂z⃗e W

r,s
Γ ⋆ ,HΓ⋆ (o,e) = −λ⋆,

here
Wr,s

Γ ⋆ ,HΓ⋆ (o,e) = Wr,s
Γ ,HΓ (o,e)(λ

▷; z▷e⃗ )−
(
λ⋆|(1− s⋆)z⋆i + s⋆z⋆ j

)
.

We can write

Wr,s
Γ ⋆ ,HΓ⋆ (o,e) =

Ä
1 + (λ⋆|(1− s⋆)∂λi + s⋆∂λ j)

ä Ä
1 + (1− r⋆)(z⋆ j − z⋆i − zi j|∂zi j)

ä
Wr,s

Γ ,HΓ (o,e)

−
(
λ⋆|(1− s⋆)z⋆i + s⋆z⋆ j

)
Then we can compute

∑
e⃗∈E(Γ ⋆),i∈⃗e

∂z⃗e W
r,s
Γ ⋆ ,HΓ⋆ (o,e)

=
Ä

1 + (λ⋆|(1− s⋆)∂λi + s⋆∂λ j)
ä Ä

1 + (1− r⋆)(z⋆ j − z⋆i − zi j|∂zi j)
ä

∑
e⃗∈E(Γ),i∈⃗e

∂z⃗e W
r,s
Γ ,HΓ (o,e) + (1− s⋆)λ⋆

=
Ä

1 + (λ⋆|(1− s⋆)∂λi + s⋆∂λ j)
ä
(−λi) + (1− s⋆)λ⋆

= −λi.

We have similar computation for ∑e⃗∈E(Γ ⋆), j∈⃗e ∂z⃗e W
r,s
Γ ⋆ ,HΓ⋆ (o,e) = −λ j. And

∑
e⃗∈E(Γ ⋆),⋆∈⃗e

∂z⃗e W
r,s
Γ ⋆ ,HΓ⋆ (o,e) = (∂z⋆i + ∂z⋆ j)W

r,s
Γ ⋆ ,HΓ⋆ (o,e) = −λ⋆.

The proof is completed. □

APPENDIX A. GRAPH THEORY BACKGROUND

In this appendix, we introduce some concepts and facts from graph theory used in
section 2.

Definition A.1. A directed graph Γ⃗ consists of the following data:

(1) An ordered set Γ⃗0 of vertices. We use |Γ0| to denote the number of vertices.
(2) An ordered set Γ⃗0 of directed edges. We use |Γ1| to denote the number of directed

edges.
(3) Two maps

t, h : Γ1 → Γ0,

which are assignments of tail and head to each directed edge. We require that

t(e) ̸= h(e)
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for any e ∈ Γ⃗1, i.e., the graph Γ⃗ has no self-loops.

Furthermore, we say Γ⃗ is decorated (Feynman) if we have a special edge el ∈ Γ⃗1 and a
map

m : Γ1 → {1, 2, . . . , d}.

Definition A.2. Let Γ⃗ be a directed graph. The incidence matrix ρ = (ρei)e∈⃗Γ1 ,i∈⃗Γ0
is given

by

ρei =


1, if t(e) = i,

−1, if s(e) = i,

0, otherwise.

Definition A.3. Given a connected directed graph Γ⃗ , a tree T ⊂ Γ⃗ is said to be a spanning
tree if every vertex of Γ⃗ lies in T. We denote the set of all spanning tree by Tree(⃗Γ ).

Definition A.4. Given a connected directed graph Γ⃗ and two disjoint subsets of vertices
V1, V2 ⊂ Γ⃗0, we define Cut(⃗Γ ; V1, V2) to be the set of subsets C ⊂ Γ⃗1 satisfying the fol-
lowing properties:

(1) The removing of edges in C from Γ⃗ divides Γ⃗ into exactly two connected trees,
which we denoted by Γ⃗ ′(C), Γ⃗ ′′(C), such that V1 ⊂ Γ⃗ ′0(C), V2 ⊂ Γ⃗ ′′0 (C).

(2) C doesn’t contain any proper subset satisfying property 1.

Definition A.5. Given a connected directed graph Γ⃗ , and a function maps each e ∈ Γ⃗1 to
te ∈ (0,+∞), we define the weighted laplacian of Γ⃗ by the following formula:

M
Γ⃗
(t)i j = ∑

e∈⃗Γ1

ρe
i

1
te
ρe

j, 1 ⩽ i, j ⩽ |Γ0| − 1.

The following facts will be used to show the finitenes of Feynman graph integrals.

Theorem A.6 (Kirchhoff). Given a connected graph Γ⃗ , the determinant of weighted laplacian is
given by the following formula:

det M
Γ⃗
(t) =

∑

T∈Tree(⃗Γ )
∏

e/∈T
te

∏

e∈⃗Γ1

te

Corollary A.7. The inverse of M
Γ⃗
(t) is given by the following formula:

M
Γ⃗
(t)−1

i j =
1

∑

T∈Tree(⃗Γ )
∏

e/∈T
te
·

Ñ
∑

C∈Cut(⃗Γ ;{i, j},{|Γ0|})
∏
e∈C

te

é
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Definition A.8. Let Γ⃗ be a connected directed graph. For any e ∈ Γ⃗1, te ∈ (0,+∞). The
graphic Green’s function d−1

Γ⃗
(t) = (d−1

Γ⃗
(t)ei)e∈⃗Γ1 ,i∈⃗Γ0−{|Γ0|} is given by

d−1
Γ⃗
(t)ei =

|Γ0|−1

∑
j=1

1
te
ρe j M−1

Γ⃗
(t) ji.

Proposition A.9 (see appendix B of [16]). We have the following equality:

d−1
Γ⃗
(t)ei

=
1

∑

T∈Tree(⃗Γ )
∏

e/∈T
te

Ñ
∑

C∈Cut(⃗Γ ;{i,t(e)},{|Γ0|,h(e)})

∏e′∈C te′

te

− ∑
C∈Cut(⃗Γ ;{i,h(e)},{|Γ0|,t(e)})

∏e′∈C te′

te

é
In particular, every term of the numerator also appears in the denominator, so we have∣∣∣d−1

Γ⃗
(t)ei

∣∣∣ ⩽ 2.

Remark A.10. If we view graphs as discrete spaces, the incidence matrix can be viewed
as de Rham differential. Then d−1

Γ⃗
(t)ei can be viewed as the Green’s function of de Rham

differential on a graph. This might explains the importance of d−1
Γ⃗
(t)ei.

APPENDIX B. COMPACTIFICATION OF SCHWINGER SPACES

In this appendix, we review the construction of a compactification of Schwinger space
in [19, 20].

Definition B.1. Given a directed graph Γ⃗ , and L > 0, the Schwinger space is defined by
(0, L]Γ⃗1 . The orientation is given by the following formula:∫

(0,L]Γ⃗1
∏
e∈⃗Γ1

dte = L|Γ1|.

Assume Γ⃗ is a connected directed graph, L > 0 is a positive real number. Let S ⊂ Γ⃗1 be
a subset of Γ⃗1, we define the following submanifold with corners of Schwinger space:

∆S =
{
(t1, t2, . . . , t|Γ1|) ∈ [0, L]Γ⃗1 |te = 0 if e ∈ S

}
.

The compactification of Schwinger space is obtained by iterated real blow ups of [0, L]Γ⃗1

along ∆S for all S ⊂ Γ⃗1 in a certain order (see [1, 14]). To avoid getting into technical
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details of real blow ups of manifolds with corners, we will use another simpler defini-
tion. Instead, we present a typical example of real blow up, which will be helpful to
understand our construction:

Example B.2. Let S = {1, 2, . . . , k} ⊂ Γ⃗1, the real blow up of [0,+∞)Γ⃗1 along ∆S is the
following manifold(with corners):

[[0,+∞)Γ⃗1 : ∆S] :=

®
(ρ,ξ1, . . . ,ξk, tk+1, . . . t|Γ1|) ∈ [0,+∞)|Γ1|+1

∣∣∣∣∣ k

∑
i=1

ξ2
i = 1

´
.

We have a natural map from [[0,+∞)Γ⃗1 : ∆S] to [0,+∞)Γ⃗1 :

(ρ,ξ1, . . . ,ξk, tk+1, . . . t|Γ1|)→ (t1 = ρξ1, . . . , tk = ρξk, tk+1, . . . , t|Γ1|).

We also have a natural inclusion map from (0,+∞)Γ⃗1 to [[0,+∞)Γ⃗1 : ∆S]:

(t1, . . . , t|Γ1|)

→

Ñ
ρ =

Ã
k

∑
i=1

t2
i ,ξ1 =

t1»
∑

k
i=1 t2

i

, . . . ,ξk =
tk»

∑
k
i=1 t2

i

, tk+1, . . . , t|Γ1|

é
.

For us, the most important property is that ti√
∑

k
i=1 t2

i

can be extended to a smooth function

ξi on [[0,+∞)Γ⃗1 : ∆S].

Let’s consider the following natural inclusion map:

i : (0,+∞)Γ⃗1 → ∏
S⊂⃗Γ1

[[0,+∞)Γ⃗1 : ∆S]

Definition B.3. We call the closure of the image of (0, L]Γ⃗1 under i the compactified

Schwinger space of Γ⃗ . We denote it by fl[0, L]
Γ⃗1

.

Remark B.4. Sometimes, by abusing of concept, we will also call the closure of the image
of (0,+∞)Γ⃗1 under i the compactified Schwinger space, although it is not compact. We

will use ‚�[0,+∞)
Γ⃗1

to denote it.

Proposition B.5 ([1]). fl[0, L]
Γ⃗1

is a compact manifold with corners.

The matrices M
Γ⃗
(t)−1

i j and d−1
Γ⃗
(t)ei defined in appendix A admit extensions to matrix-

valued smooth functions on ‰�[0,+∞)|Γ1|:

Lemma B.6 ([19]). Given a connected graph Γ⃗ , The following functions can be extended to

smooth functions on ‚�[0,+∞)
Γ⃗1

:
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(1) M
Γ⃗
(t)−1

i j for 1 ⩽ i, j ⩽ |Γ0| − 1.
(2) d−1

Γ⃗
(t)ei for e ∈ Γ1, 1 ⩽ j ⩽ |Γ0| − 1.

Let S̄+((0,+∞)Γ⃗1) be the closure of

S+((0,+∞)Γ⃗1) = {(te1 , . . . , te|Γ1 |
) ∈ (0,+∞)Γ⃗1 |

|Γ1|

∑
i=1

t2
i = 1}

in‚�[0,+∞)
Γ⃗1

, the following proposition give a description of the boundary of S̄+((0,+∞)Γ⃗1):

Proposition B.7. Given a connected graph Γ⃗ , the boundary of S̄+((0,+∞)Γ⃗1) has the following
decomposition:

∂S̄+((0,+∞)Γ⃗1) =
⋃
Γ⃗ ′⊂⃗Γ

sgn(σ
Γ⃗ ′1⊂⃗Γ1

)S̄+((0,+∞)Γ⃗
′
1)× S̄+((0,+∞)Γ⃗1−⃗Γ ′1).

Proof. This follows from the construction of ‚�[0,+∞)
Γ⃗1

. □

APPENDIX C. MATHEMATICA CODE FOR THE CHIRAL 5-OPERATION

Here is the Mathematica code for the chiral 5-operation (compare with [4, Section 4.8
(4.67)]).

(* Define wedge*)

wedge[a_, b_] := a[[1]]*b[[2]] - a[[2]]*b[[1]];

{r2, r3, r4, s2, s3, s4} =

Symbol /@ {"r2", "r3", "r4", "s2", "s3", "s4"};

\[ Lambda ]1 = {\[ Lambda ]11, \[ Lambda ]12};

\[ Lambda ]2 = {\[ Lambda ]21, \[ Lambda ]22};

\[ Lambda ]3 = {\[ Lambda ]31, \[ Lambda ]32};

\[ Lambda ]4 = {\[ Lambda ]41, \[ Lambda ]42};

(*Our formula *)

Integrate[wedge [(1 - r2)*\[ Lambda ]1 + (1 - r2*(1 - s2))*\[

Lambda]3,

\[ Lambda ]4 + (1 - s4)*\[ Lambda ]2]*

wedge [\[ Lambda]1, \[ Lambda ]3 + (1 - s3)*\[ Lambda ]4 +

(1 - s3)*(1 - s4)*\[ Lambda ]2]*

wedge [(-(1 - r3))*(1 - r2)*\[ Lambda ]1 +
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(1 - r3)*(r2*(1 - s2) - 1)*\[ Lambda ]3 +

(-s3 - (1 - s3)*(1 - r3)*(1 -

r2*(1 - s2)))*\[ Lambda]4, \[ Lambda ]2]*r2*r3*

r4 , {s4 , 0, 1}, {s3, 0, 1}, {s2, 0, 1}, {r4, 0, 1},

{r3, 0, 1}, {r2, 0, 1}]

(* Result in [4, Section 4.8

(4.67)]*)

F = (1/864)*wedge [\[ Lambda]1, \[ Lambda ]2]^3 + (1/96)*

wedge [\[ Lambda]1, \[ Lambda ]3]*

wedge [\[ Lambda]2, \[ Lambda ]3]^2 - (1/96)*

wedge [\[ Lambda]1, \[ Lambda ]4]^2*

wedge [\[ Lambda]2, \[ Lambda ]3] + (1/96)*

wedge [\[ Lambda]1, \[ Lambda ]4]*

wedge [\[ Lambda]2, \[ Lambda ]3]^2 - (1/96)*

wedge [\[ Lambda]1, \[ Lambda ]3]*

wedge [\[ Lambda]2, \[ Lambda ]4]^2 - (1/96)*

wedge [\[ Lambda]1, \[ Lambda ]4]^2*

wedge [\[ Lambda]2, \[ Lambda ]4] + (1/96)*

wedge [\[ Lambda]1, \[ Lambda ]3]^2*

wedge [\[ Lambda]2, \[ Lambda ]4] - (1/8)*

wedge [\[ Lambda]1, \[ Lambda ]3]* wedge [\[ Lambda]2, \[ Lambda

]4]*

wedge [\[ Lambda]3, \[ Lambda ]4] + (1/48)*

wedge [\[ Lambda]1, \[ Lambda ]4]* wedge [\[ Lambda]2, \[ Lambda

]3]*

wedge [\[ Lambda]2, \[ Lambda ]4] - (1/48)*

wedge [\[ Lambda]1, \[ Lambda ]4]* wedge [\[ Lambda]2, \[ Lambda

]4]*

wedge [\[ Lambda]3, \[ Lambda ]4] - (1/96)*

wedge [\[ Lambda]1, \[ Lambda ]3]* wedge [\[ Lambda]2, \[ Lambda

]4]*

wedge [\[ Lambda]1, \[ Lambda ]2] - (1/48)*

wedge [\[ Lambda]1, \[ Lambda ]3]* wedge [\[ Lambd3a]2, \[ Lambda

]3]*

wedge [\[ Lambda]3, \[ Lambda ]4] + (1/16)*
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wedge [\[ Lambda]1, \[ Lambda ]4]* wedge [\[ Lambda]2, \[ Lambda

]3]*

wedge [\[ Lambda]3, \[ Lambda ]4] - (1/48)*

wedge [\[ Lambda]1, \[ Lambda ]3]* wedge [\[ Lambda]1, \[ Lambda

]4]*

wedge [\[ Lambda]2, \[ Lambda ]4] + (1/48)*

wedge [\[ Lambda]1, \[ Lambda ]3]* wedge [\[ Lambda]2, \[ Lambda

]3]*

wedge [\[ Lambda]2, \[ Lambda ]4] + (1/144)*

wedge [\[ Lambda]1, \[ Lambda ]3]* wedge [\[ Lambda]1, \[ Lambda

]4]*

wedge [\[ Lambda]1, \[ Lambda ]2] - (1/48)*

wedge [\[ Lambda]1, \[ Lambda ]3]* wedge [\[ Lambda]1, \[ Lambda

]4]*

wedge [\[ Lambda]2, \[ Lambda ]3] - (1/96)*

wedge [\[ Lambda]1, \[ Lambda ]3]* wedge [\[ Lambda]2, \[ Lambda

]3]*

wedge [\[ Lambda]1, \[ Lambda ]2] - (1/96)*

wedge [\[ Lambda]1, \[ Lambda ]4]* wedge [\[ Lambda]2, \[ Lambda

]3]*

wedge [\[ Lambda]1, \[ Lambda ]2] - (1/96)*

wedge [\[ Lambda]1, \[ Lambda ]4]* wedge [\[ Lambda]2, \[ Lambda

]4]*

wedge [\[ Lambda]1, \[ Lambda ]2] + (1/144)*

wedge [\[ Lambda]2, \[ Lambda ]3]* wedge [\[ Lambda]2, \[ Lambda

]4]*

wedge [\[ Lambda]1, \[ Lambda ]2] - (1/288)*

wedge [\[ Lambda]2, \[ Lambda ]4]*

wedge [\[ Lambda]1, \[ Lambda ]2]^2 + (7/96)*

wedge [\[ Lambda]3, \[ Lambda ]4]^2*

wedge [\[ Lambda]1, \[ Lambda ]2] - (1/288)*

wedge [\[ Lambda]2, \[ Lambda ]3]*

wedge [\[ Lambda]1, \[ Lambda ]2]^2 + (1/288)*

wedge [\[ Lambda]1, \[ Lambda ]4]^2*

wedge [\[ Lambda]1, \[ Lambda ]2] + (1/288)*



67

wedge [\[ Lambda]1, \[ Lambda ]2]^2*

wedge [\[ Lambda]1, \[ Lambda ]4] + (1/288)*

wedge [\[ Lambda]1, \[ Lambda ]2]^2*

wedge [\[ Lambda]1, \[ Lambda ]3] + (1/288)*

wedge [\[ Lambda]2, \[ Lambda ]3]^2* wedge [\[ Lambda]1, \[

Lambda ]2];
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